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How to handle the coexistence of heterogeneous laws on the cross-border internet is one of the greatest policy challenges of the digital 21st century. Yet, scalable and coherent policy solutions cannot be developed without a comprehensive understanding of a highly complex and dynamic ecosystem comprised of multiple actors, initiatives and trends across the policy silos of digital economy, human rights and security. This was a clear call by over 200 key stakeholders from 40 countries at the 2nd Global Conference of the Internet & Jurisdiction Policy Network in 2018. However, even decades after the rise of the commercial internet, such consolidated data did not yet exist. To provide this indispensable mapping and analysis, the Secretariat of the Internet & Jurisdiction Policy Network decided to launch the world’s first Internet & Jurisdiction Global Status Report.

Drawing on the unique expertise of key stakeholders engaged in the policy development work in the Internet & Jurisdiction Policy Network, this inaugural edition of the Global Status Report provides a first snapshot and baseline. This Report should be understood as a foundational dataset that will allow us to collectively proceed and fill in the gaps in future global and regional editions. For this ambitious and crucial endeavour, we invite all stakeholders to contribute their knowledge and share their data. Clarifying how existing national laws apply in cyberspace and developing new balanced frameworks to address abuses, will enable the digital economy to protect human rights and will determine the shape of the emerging digital economy. To preserve the open, cross-border nature of the internet, policy coherence and legal interoperability between multiple regimes must be established. This requires communication, coordination and, ultimately, cooperation among all stakeholders.

Yet, sound policy-making must be based on evidence and reliable data. Policy coherence on a transnational basis can only be achieved through a shared understanding of the issues at stake and awareness of the various initiatives. The availability of this comprehensive overview and analysis of trends and initiatives will translate the highly complex and often technical nature of substantive issues for decision makers. This Report represents the first step of an ongoing effort by the Secretariat of the Internet & Jurisdiction Policy Network to make this essential information accessible to all stakeholders, to help them to collectively address some of the most pressing global challenges of our times.

We are delighted that this full edition of the Internet & Jurisdiction Global Status Report will be launched on the occasion of the 14th Internet Governance Forum in Berlin, Germany. We would like to express our gratitude to the pioneers of this new global effort to foster policy coherence through capacity building and evidence-based policy innovation: the stakeholders in the Internet & Jurisdiction Policy Network, the author, Professor Dan Svantesson, as well as Germany, Denmark, Estonia and the European Commission, who are making this essential effort possible.
The World Wide Web, the internet as most people know it, is just 30 years old. Within this short amount of time, the distinction between the online and offline world has become meaningless. We are online every day. We use the internet to receive news. We communicate with family, friends and co-workers. Our homes and appliances are connected through the Internet of Things. We order business services and interact with local and national authorities. Our mobile phones and laptops make for easy internet access at home or on the go.

The internet increased global connectivity, advanced our societies and economies, and still offers tremendous opportunities. However, we must not forget that almost half the world’s population has no access to the internet. Particularly, women are facing inequalities with regard to access to the internet and participation in the IT sector. The internet’s potential still needs to be unlocked in remote areas and less developed countries. This is a task of utmost importance, and we need to keep it in mind when talking about the internet’s future and evolution. Also, not all countries and stakeholders have been able to contribute equally to discussions about internet jurisdiction and regulation.

The internet established some new challenges, too. Free speech needs to be protected online and we have to find ways to deal with hate speech, manipulation and misinformation. Data security and privacy rights are of highest importance, and we need to keep it in mind when talking about the internet’s future and evolution. Also, not all countries and stakeholders have been able to contribute equally to discussions about internet jurisdiction and regulation.

The internet established some new challenges, too. Free speech needs to be protected online and we have to find ways to deal with hate speech, manipulation and misinformation. Data security and privacy rights are of highest importance, and we need to keep it in mind when talking about the internet’s future and evolution. Also, not all countries and stakeholders have been able to contribute equally to discussions about internet jurisdiction and regulation.

Germany advocates for net neutrality, free speech and access for all. The Federal Ministry of Economic Cooperation and Development cooperates closely with developing countries in digitalisation processes and promotes the inclusion of developing countries in all relevant discussions. That is why we supported this very first Internet & Jurisdiction Global Status Report.

We wish for the progressing debate on jurisdictional challenges to the open internet to be inclusive, to involve all stakeholders and to be open for all regions of the world.

Digitalisation and technology are defining parameters for how our societies evolve in the 21st century. On the one hand, technology has the potential to lift people out of poverty, improve healthcare and other key sectors of society and drive economic growth. On the other hand, technology could exacerbate inequalities, undermine fundamental rights and erode public trust in democratic institutions. To reap the benefits and minimise the risks of technological development, a balanced approach is necessary. This requires the right policy framework. We therefore need to identify the challenges technology presents to governance at both the national and international level. Cross-border technologies, such as the internet and platform economy, bring a range of such challenges.

Denmark therefore welcomes the Internet & Jurisdiction Policy Network’s effort to map the major trends of the digital society. The Internet & Jurisdiction Global Status Report is a timely contribution towards a better understanding of the digital age, which is an important step in providing us with a solid base for constructive international dialogue and cooperation. Approximately two years ago, the Danish government decided to elevate technology and digitisation to a strategic foreign policy priority — through the TechPloamcy-initiative and to appoint Denmark’s, and in fact the world’s first, Ambassador for Technology and Digitization (Tech Ambassador) and to create a dedicated representation to technology.

The initiative is a response to the increasing importance that technology, digitalisation and the industry has on individuals, societies and international relations alike — and the necessity of boosting the dialogue between the tech industry, governments and multilateral organisations. We are working towards a stronger multistakeholder cooperation to ring-fence core values and institutions and to promote a human-centric approach to technological development. In short, a balanced approach where public and private actors take responsibility. In recognition of the urgent need for common norms and the perseverance of a rules-based international order in the digital era. To get regulation right and to safeguard democracy, human rights and the rule of law.

Digitalisation is international and cross-border in nature, creating a number of new legal and other challenges to our societies and the rule of law in the digital age — an age that for the very same reason requires more, not less, international cooperation.
n 2018, the world reached an important milestone as more than 50% of its population had gained access to the internet. As demonstrated in the Internet & Jurisdiction Global Status Report, the internet has already revolutionized how people, businesses and governments interact. The multistakeholder governance model of the internet has provided a platform for enormous economic development and political progress globally. In order to continue this progress, it is critical that the accountable multistakeholder model of the internet will be maintained, even if the growing interdependence on cyberspace seems to be creating unprecedented challenges. Although open, free and accessible cyberspace is, for many states, part of their democratic identity, for some, internet governance may be seen as yet another tool for executing state control. Estonia has always supported the open and interoperable internet. Non-discriminatory access to and accessibility of the internet are fundamentally important for enabling and promoting the right to freedom of expression, assembly and association. Access to independent media sources, social media platforms and a free Internet has become an integral part of good governance and democratic society. While it should be clear that the existing international law applies to cyberspace, there is a need to further develop and implement norms of responsible state behaviour in this dynamic field. This evidently requires communication, coordination and cooperation among all stakeholders. The Internet & Jurisdiction Global Status Report focuses on the overarching and topical trends, as well as legal and technical approaches, and creates links between different global and regional initiatives. One of the incentives for this Report was to enable better access to relevant information, particularly the existing laws and their application. However, there still is a clear need for a meaningful coordination between multiple actors in the field and the existing initiatives. The Report provides a comprehensive overview and documentation of the past, current and emerging trends. It also contributes to the global discussion on possible solutions for the major cross-border legal policy challenges. As a co-sponsor of the Report, Estonia is hoping to create bridges between the different initiatives and jurisdictions. We are certain that this Report will contribute to better coordination among different stakeholders for developing and protecting an interoperable and secure internet for the global multistakeholder community.

The internet has already been in our lives for decades. It is now a critical means for transformation of our economies and societies, and its importance will continue to grow. So, it is our responsibility to ensure that the internet remains a human-centric, safe and trusted environment. The EU’s Digital Single Market strategy has achieved a lot in this respect. It has given European citizens, businesses, and public administrations new working and living opportunities in a safe and inclusive way, providing fair access to digital goods, content and services. Digital trust has been enhanced through the application of the General Data Protection Regulation, and the improvement of the EU’s resilience to cyber-incidents through a new Cybersecurity framework. With the DSM, the EU has provided concrete and tangible benefits to European citizens, but it has also taken a leading role in setting reference policy standards for the digital era. The internet is, of course, a global phenomenon, and it is our ambition to drive the global policy debate on the internet with our partners and all stakeholders who share our values, as part of the multistakeholder approach to internet governance. This debate, which has traditionally focused on core internet infrastructures, needs to be broadened to cover issues such as the governance of Artificial Intelligence, the free flow of data and trust on the internet. Jurisdictional issues such as liability in the case of services offered over the internet, the choice of law in event of dispute or the recognition of national laws and their enforcement, are also important. In addressing these issues, we must not allow accusations of protectionism to deflect us from maintaining a high level of protection of the individual. The Internet & Jurisdiction Global Status Report 2019 offers a useful overview of the overarching trends affecting the cross-border nature of the internet. We welcome the effort of tracking legislative initiatives globally, soft law measures and best practices on the internet. This mapping exercise will certainly enrich the internet governance debate and stimulate the multistakeholder community in finding solutions to online jurisdictional problems. This is an important discussion to have if we want to maintain one global internet.
01 Why a Global Status Report, and what is at stake? 20

1.1 Responding to the call from the Internet & Jurisdiction Policy Network 22
1.2 Transnational as the new normal 24
1.3 Growing concern over abuses 26
1.4 Competing legitimate interests need reconciling 29
1.5 Existing legal concepts are under stress 29
1.6 Proper frameworks and institutions are lacking 33
1.7 Coordination is insufficient 35
1.8 Fundamental attributes of the internet are at stake 36
   1.8.1 The cross-border internet cannot be taken for granted 36
   1.8.2 The permission-less nature of the internet needs active protection 39
1.9 Not addressing jurisdictional challenges comes at a high cost 40
1.10 A multistakeholder approach is still desired 41
1.11 A pressing challenge, insufficiently addressed 42

02 Overarching Trends 44

2.1 Technological landscape in constant flux 47
   2.1.1 The unification of online and physical worlds 47
   2.1.2 A continuing migration to the cloud 47
2.2 Regulation: not if, but how and by whom 48
   2.2.1 To regulate or not is not the issue 48
   2.2.2 Proliferation of initiatives 50
   2.2.3 An increasing appetite to regulate cyberspace 51
   2.2.4 Information overload and accessibility 52
   2.2.5 Every problem has a solution, but every solution has a problem 54
   2.2.6 Legal uncertainty increases 55
2.3 Rethinking the role of territoriality 57
   2.3.1 An increasing geographic reach of national laws 58
   2.3.2 Challenges of enforceability 59
   2.3.3 When territoriality is irrelevant 60
2.4 Normative plurality, convergence and cross-fertilization 60
   2.4.1 Blurring of categories 60
   2.4.2 Harmonization via company norms 62
   2.4.3 Judicial cross-fertilization – scalability, replication and imitation 62
   2.4.4 Rules are set for – and by – established large actors 64
2.5 New roles for intermediaries 65
   2.5.1 Increasing responsibility bestowed on private operators 65
   2.5.2 (in)voluntary gatekeepers 66
   2.5.3 Appeals and recourse become key issues 69
3.1 Expression

3.1.1 Extremism, terrorism and hate speech
3.1.2 Defamation
  3.1.2.1 Geographical scope of the right to reputation
  3.1.2.2 Suppression orders and contempt of court
3.1.3 Online bullying
3.1.4 Non-consensual distribution of sexually explicit media
3.1.5 Fake News and misinformation
  3.1.5.1 Attacks on democracy
  3.1.5.2 Expression and platform moderation: responsibility, liability and question of neutrality
3.1.6 Data privacy
  3.1.6.1 The EU’s General Data Protection Regulation
  3.1.6.2 The right to de-referencing
  3.1.6.3 Data privacy restriction of cross-border data transfers

3.2 Security

3.2.1 Cybercrime
  3.2.1.1 Enforcement difficulties due to jurisdiction as a hurdle
  3.2.1.2 Darknet – a criminal haven beyond national jurisdiction?
3.2.2 Access to digital evidence
  3.2.2.1 Need for reform of the Mutual Legal Assistance (MLA) system
  3.2.2.2 Law enforcement access to data outside the MLA structure
  3.2.2.3 Moving from data location as a connection factor, and a recognition of the role of interest balancing
3.2.3 Surveillance
  3.2.3.1 Data retention laws
  3.2.3.2 Encryption and backdoors
3.2.4 Cybersecurity
  3.2.4.1 Data breaches – a modern trans-border plague
  3.2.4.2 Hacking – a constant multilevel threat
  3.2.4.3 Foreign storage of e-government data

3.3 Economy

3.3.1 Intellectual property
  3.3.1.1 Aggressive cross-border acquisition of intellectual property
  3.3.1.2 Copyright used to restrict speech with cross-border effect
  3.3.1.3 Evolution of WHOIS, and its use by law enforcement and copyright associations
3.3.2 E-commerce, competition law, marketing restrictions and consumer protection
  3.3.2.1 Tougher attitude towards internet platforms in e-commerce and competition law
  3.3.2.2 Specifically regulated industries
  3.3.2.3 Non-enforcement of choice of forum and choice of law clauses
3.3.3 Taxation – the intersection of jurisdictional complexities and national economy
  3.3.3.1 Taxing data and the search for a new basis for taxation
  3.3.3.2 Taxation and data localization
3.3.4 Internet of Things (IoT) – everything transferring data everywhere
  3.3.4.1 Smart connected homes in smart connected cities
  3.3.4.2 Wearable e-health
3.3.5 Blockchain – still a solution searching for a problem?
  3.3.5.1 Cryptocurrencies as enablers of cross-border trade and crime
  3.3.5.2 No central body as focal point for jurisdiction?
  3.3.5.3 Smart contracts
3.3.6 Digital issues in international and regional trade agreements
  3.3.6.1 Digital protectionism
  3.3.6.2 Regionalization
# Legal and technical approaches

## 4.1 Major legal approaches to solutions

4.1.1 Takedown, stay-down and stay-up orders by courts
4.1.2 Race to the highest potential fines
4.1.3 ’Rep localization’ – forced local representation
4.1.4 Jurisdiction trawling as a regulatory approach
4.1.5 Targeting/directing activities/doing business/effects doctrine
4.1.6 A common focus on comity, but a lack of agreement
4.1.7 Scope of jurisdiction – local court orders with global implications
4.1.8 Terms of service and community guidelines

## 4.2 Major technical approaches to solutions

4.2.1 Geo-location technologies – sacrificing ’borderlessness’ to safeguard regulatory diversity
4.2.2 Content filtering on the national network level
4.2.3 Domain Name System: court ordered suspension, deletion, non-resolving, seizure and transfer
4.2.4 Domain Name System: court ordered DNS blocking, IP Address blocking or re-routing and URL blocking
4.2.5 Service shutdowns
4.2.6 Internet shutdowns
4.2.7 Mandatory data localization
4.2.8 Artificial Intelligence

---

# Relevant concept clusters

## 5.1 Public international law, private international law (or conflict of laws)

## 5.2 Sovereignty, jurisdiction, territory and human rights

## 5.3 Territorial, and extraterritorial, jurisdictional claims

## 5.4 Due diligence, duty of non-intervention and comity

## 5.5 Legislative jurisdiction, adjudicative jurisdiction, investigative jurisdiction and enforcement jurisdiction

## 5.6 Jurisdiction, choice of law, declining jurisdiction, recognition and enforcement

## 5.7 Personal jurisdiction, subject matter jurisdiction and scope of jurisdiction

## 5.8 Technology neutral, functional equivalence, future proofing

## 5.9 Data types

## 5.10 Delist, deindex, de-reference, delete, block, remove, takedown, stay-down

## 5.11 Registry, registrar, gTLD and ccTLD

## 5.12 Internet, World Wide Web


## 5.14 Strong, moderate and weak artificial intelligence
ACKNOWLEDGEMENTS

This Report was commissioned by the Secretariat of the Internet & Jurisdiction Policy Network.

The production of this Report was enabled by financial support provided by the German Corporation for International Cooperation (GIZ) on behalf of the German Federal Ministry for Economic Cooperation and Development (BMZ), the Ministry of Foreign Affairs of Denmark, the Ministry of Foreign Affairs of Estonia and institutional support was provided by the European Commission, Directorate-General for Communications Networks, Content and Technology (DG CONNECT).

AUTHORSHIP TEAM:

AUTHOR:
Professor Dr. Dan Jerker B. Svantesson
Bond University
Gold Coast
Australia

RESEARCH AND INTERVIEW ASSISTANCE:
Rebecca Azzopardi
Ph.D. Candidate
Bond University
Gold Coast
Australia

PROJECT COORDINATION:

Martin Hullin
Head of Operations and Partnership Manager
Secretariat of the Internet & Jurisdiction Policy Network

PROJECT TEAM:

Bertrand de la Chapelle
Executive Director
Secretariat of the Internet & Jurisdiction Policy Network

Paul Fehlinger
Deputy Executive Director
Secretariat of the Internet & Jurisdiction Policy Network

Xavier Guyot de Camy
Policy Manager
Secretariat of the Internet & Jurisdiction Policy Network

Ajith Francis
Policy Officer
Secretariat of the Internet & Jurisdiction Policy Network

PRODUCTION:

Secretariat of the Internet & Jurisdiction Policy Network, Paris, France

EDITING:

Emma Dann, Bond University, Gold Coast, Australia

DESIGN AND LAYOUT:

Formas do Possivel - Creative Studio, Lisbon, Portugal
The Secretariat greatly appreciates the time and contribution of all participating survey respondents and interviewees. Without their valuable insights, this report could not have been produced.
Alexander Corbeil  
Research Advisor  
Canada, Public Safety  
Canada

Jennifer Daskal  
Associate Professor  
American University  
Washington College of Law  
USA

Bertrand De la Chapelle  
Executive Director  
Secretariat of the Internet & Jurisdiction  
Policy Network  
France

Sissi Maribel De La Peña  
Director of e-business and international organizations  
ALAI – Asociación Latinoamericana de Internet  
Mexico

Jacques De Werra  
Professor  
University of Geneva  
Switzerland

Agustina Del Campo  
Director  
Center for Studies on Freedom of Expression and Access to Information (CELE)  
Argentina

Steven Delbianco  
President  
NetChoice  
USA

Fernanda Domingos  
Federal Prosecutor  
Federal Prosecution Service  
Brazil

Valensiya Dresvyannikova  
Policy and Research Officer  
International Federation of Library Associations and Institutions (IFLA)  
UK

Salomé Egler  
Advisor  
Deutsche Gesellschaft für Internationale Zusammenarbeit (GIZ)  
Germany

Shruttima Ehera  
Associate  
Intl Advocare  
India

Brendan Eiffe  
Head of Mutual Legal Assistance  
Division Department of Justice and Equality  
Ireland

Miriam Estrin  
Policy Manager  
Google  
UK

Paul Fehlinger  
Deputy Executive Director  
Secretariat of the Internet & Jurisdiction  
Policy Network  
France

Benedicto Fonseca Filho  
Ambassador  
Ministry of Foreign Affairs  
Brazil

Nils Finder  
Referent, Governance & Markets, Government Affairs  
Siemens AG  
Germany

Julia Fossi  
Expert Advisor  
eSafety Commissioner  
Australia

Gary Fowlie  
Advisor  
Geeks Without Frontiers  
USA

Jothan Frakes  
Executive Director  
The Domain Name Association  
USA

Eric Freyssinet  
Chief Digital Strategy Officer  
Gendarmerie nationale  
France

Giancarlo Frosio  
Senior Lecturer  
University of Strasbourg  
CEIPI  
France

Uise Fuhr  
Director General  
European Telecommunications Network Operators’ Association (ETNO)  
Belgium

Chawki Gaddes  
Président  
Instance Nationale de Protection des Données Personnelles (INPDP)  
Tunisia

Michael Geist  
Canada Research Chair in Internet and E-commerce Law  
University of Ottawa  
Canada

Jan Gerlach  
Senior Public Policy Manager  
Wikimedia Foundation  
USA

Lorna Gillies  
Senior Lecturer  
Strathclyde University  
UK

Grace Githaiga  
Co-convenor  
Kenya ICT Action Network (KICTANet)  
Kenya

Hartmut Glaser  
Executive Secretary  
Brazilian Internet Steering Committee/CGI.br  
Brazil

Tonei Glavinic  
Director of Operations  
Dangerous Speech Project  
Spain

Joaquín Gonzalez-Casanova  
Director General for International Affairs  
Instituto Nacional de Transparencia Acceso a la Información y Protección de Datos Personales  
Mexico

Luca Grandi  
Legal Counsel  
Ferrero  
Luxembourg

Robyn Greene  
Privacy Policy Manager  
Facebook  
USA

Nicole Gregory  
Head Data and Online Harms, Foreign & Commonwealth Office  
UK
Robert Guerra  
CEO  
Privaterra  
Canada

Devesh Gupta  
Manager  
Reliance Industries Limited (RIL)  
India

Hiroki Habuka  
Deputy Director, Digital Economy Division  
Ministry of Economy, Trade and Industry (METI)  
Japan

Statton Hammock  
Vice-President  
MarkMonitor  
USA

Sara Harrington  
Vice President Legal  
Chen Zuckerberg Foundation  
USA

Byron Holland  
President and CEO  
Canadian Internet Registration Authority (CIRA)  
Canada

Daniel Holznagel  
Legal Officer  
Federal Ministry of Justice and Consumer Protection  
Germany

Martin Husovec  
Assistant Professor  
Tilburg University  
Netherlands

Erick Iriarte  
Senior Partner  
Iriarte & Associates  
Peru

Manal Ismail  
Executive Director  
International Technical Coordination National Telecom Regulatory Authority (NTRA)  
Egypt

Pavlina Ittelson  
Program Manager  
DiploFoundation  
Switzerland

Sunali Jayasuriya  
Legal Officer  
Information and Communication Technology (ICT) Agency  
Sri Lanka

Tarek Kamel  
Senior Advisor  
The Internet Corporation for Assigned Names and Numbers (ICANN)  
Egypt

Seb Kay  
Policy Adviser  
Foreign & Commonwealth Office  
UK

Daniel Keck  
Adviser  
Deutsche Gesellschaft für Internationale Zusammenarbeit (GIZ)  
Germany

Daphne Keller  
Director of Intermediary Liability  
Stanford Law School Center for Internet and Society  
USA

Gail Kent  
Global Public Policy Lead on Law Enforcement and Surveillance  
Facebook  
USA

Tshoganets Kopaletswe  
Chief Technology Officer  
Communications Regulatory Authority  
Botswana

Matthias Kettemann  
Co-Head  
Research Focus Internet & Society  
University of Frankfurt/Main  
Germany

Gayatri Khandhadai  
Asia Policy Regional Coordinator  
Association for Progressive Communications (APC)  
India

Jan Kleijissen  
Director of Information Society and Action against Crime  
Council of Europe  
France

Wolfgang Kleinwächter  
Professor  
Global Commission on the Stability in Cyberspace (GCSC)  
Germany

Casper Klynge  
Tech Ambassador  
Ministry of Foreign Affairs  
Denmark

Monika Kopcheva  
Political Administrator  
Council of the EU  
Brussels

Dominique Lazanski  
Director  
Public Policy and International Relations  
GSMA  
UK

Emmanuelle Legrand  
Legal and Policy Officer  
European Commission (EC)  
Belgium

May-Ann Lim  
Executive Director  
Asia Cloud Computing Association and Managing Director, TRPC Pte Ltd  
Singapore

Rebecca Mackinnon  
Director  
Ranking Digital Rights  
New America  
USA

Dinesh Mandagere  
Managing Consultant  
Wipro  
India

Giacomo Mazzone  
Head of Institutional Relations  
European Broadcasting Union (EBU)  
Switzerland

Corynne McSherry  
Legal Director  
Electronic Frontier Foundation (EFF)  
USA

Christine Mackenzie  
President  
International Federation of Library Associations and Institutions (IFLA)  
Netherlands
Tim Smith
General Manager
Canadian International Pharmacy Association
Canada

Alissa Starzak
Head of Public Policy
Cloudflare
USA

Christoph Steck
Director
Public Policy
Telefonica
Spain

Blair Stewart
Assistant Commissioner
Office of the Privacy Commissioner
New Zealand

Peter Swire
Professor
Georgia Tech Scheller College of Business
USA

Stanislaw Tosza
Assistant Professor
Utrecht University
Netherlands

Takahiko Toyama
Director for Information Policy Planning
Ministry of Economy, Trade and Industry (METI)
Japan

Lee Tuthill
Counsellor
World Trade Organisation (WTO)
Switzerland

Kimmo Ulkuniemi
Chief Superintendent
National Police Board
Finland

Peter Van Roste
General Manager
CENTR
Belgium

Mark Villiger
Retired Judge
Formerly Section President
European Court of Human Rights (ECtHR)
France

Iain Walden
Professor of Information and Communications Law
Queen Mary University of London
UK

Shota Watanabe
Researcher
Nomura Research Institute, Ltd.
Japan

Rolf H. Weber
Professor of International Business Law
University of Zurich
Switzerland

Paul Wilson
Director General
Asia-Pacific Network Information Center (APNIC)
Australia

Shinichi Yokohama
Chief Information Security Officer
Nippon Telegraph & Telephone (NTT)
Japan

Nicolo Zingales
Lecturer
Sussex University
UK
EXECUTIVE SUMMARY

Introduction

The Internet & Jurisdiction Global Status Report 2019 is the world’s first comprehensive mapping of internet jurisdiction related policy trends, actors and initiatives. It is based on an unprecedented large-scale data contribution from 150 key stakeholders from the Internet & Jurisdiction Policy Network from: states, internet companies, technical operators, civil society, academia and international organizations.

The surveyed stakeholders send a very strong message of concern:

- 95% see cross-border legal challenges on the internet becoming increasingly acute in the next three years;
- Only 15% believe we already have the right institutions to address these challenges; and
- 79% consider that there is insufficient international coordination.

50 years after the creation of the internet, the Report presents strong evidence of a dangerous trend: the worldwide multiplication of public and private policy initiatives in an uncoordinated manner will have detrimental consequences. Even when they legitimately aim to address key transnational policy issues, adoption of quick-fix measures under the pressure of urgency often leads to a legal arms race and additional conflicts. Making sure that the fundamental attributes of the internet are preserved requires active steps in the form of innovative coordination and cooperation efforts.

Issues and initiatives proliferate

Stakeholders express their difficulty to access comprehensive information on numerous and complex policy challenges, as well as to keep track of the proliferating initiatives trying to address them. Yet, consolidated and accessible data is a prerequisite for evidence-based decision-making and policy coherence.

Accordingly, the Report extensively documents the increasing number of topics of concern that demand attention, be they related to expression, security or the digital economy. Jurisdictional challenges arise in all instances of online regulation, such as the regulation of:

- Violent extremism, hate, data privacy breaches, and other forms of abuse that may become so prevalent that the online environment becomes ‘uninhabitable’, while an actual or perceived high degree of misinformation causes a trust crisis;
- Cybercrime and cyber attacks that may durably undermine trust in the online environment and threaten its infrastructure; and
- Commercial activities in relation to which complexity increases the cost of compliance and may create barriers to entry for small and medium enterprises, limiting competition, innovation, and market access across borders.

1. Infographic 4, page 28
2. Infographic 6, page 33
3. Infographic 8, page 35

AT A GLANCE...

- Cross-border legal challenges on the internet are increasingly acute.
- Normative plurality in cyberspace is rising.
- The risk of a harmful legal arms race is very high.
- Important human rights are at stake.
- Important economical and societal interests are at stake.
- Cyberspace risks being fragmented along national borders.
- Online abuses risk not being addressed efficiently in the absence of cooperation.
- Developing countries and SMEs are facing significant regulatory barriers.
- The regulatory agenda is set by a small number of dominant states and other actors.
- The governance ecosystem is characterized by competing agendas and values.
- The regulatory complexity is increasing, leading to legal uncertainty.
- Central legal concepts are outdated and prevent progress.
- Private actors are increasingly performing quasi-public regulatory and judicial roles.
- Stakeholders call for appropriate institutions, frameworks and policy standards.
- Stakeholders call for greater international coordination.
- Stakeholders call for inclusiveness and capacity building.
- Stakeholders stress the value of multistakeholderism.
The Report also documents the increasingly diverse legal or technical approaches adopted by governments and private actors to address these issues including:

- Extraterritorial assertion of jurisdiction;
- Private terms of service and community guidelines;
- Mandatory data localization; and
- Geo-blocking.

The Report points to several key challenges when addressing cross-border legal issues, that put at stake fundamental attributes of the cross-border internet, such as:

- The lack of common agreement on substantive values between actors, or shared understanding of key legal concepts and vernacular;
- The risk of a “race to the bottom” if extraterritoriality is not implemented with caution;
- Distrust generated amongst internet users who cannot know what laws apply to their online activities;
- Voluntary or involuntary fragmentation, both in a technical and a regulatory sense, may develop to such a degree that it becomes impossible to speak of the internet as a global network; and
- A failure to strike an appropriate balance in the obligations imposed on internet intermediaries may result in an extensive loss of online freedom of expression and the availability of services to the extent that the very nature of the current cross-border internet is affected.

INFOGRAPHIC 1

Will cross-border legal challenges on the internet become increasingly acute in the next three years?

SOURCE: Internet & Jurisdiction Policy Network: Internet & Jurisdiction Global Status Report 2019
Legal uncertainty dominates

Much of what has been done to date sought to solve global problems through a national lens. However, the constant flux of digital innovation and the transnational nature of the internet makes it increasingly challenging to address online abuses with traditional national legal tools.

Moreover, as transnational interactions become the new normal, people and entities are often unable to determine their “contextual legal environment”, i.e.: all the states’ laws and other norms that apply to their activity online at a given moment.

Due to extraterritorial assertions of jurisdiction, in some regions, individuals, organizations and even states are concerned that they are subjected to online rules developed without them in a country far away.
A dangerous spiral

A legal arms race of uncoordinated, reactive, and quick-fix public and private policy initiatives, prone to be incompatible, creates a dangerous spiral, detrimental on numerous levels because it:

- Creates competing assertions of jurisdiction where compliance with one state's law unavoidably results in a direct violation of other states' laws;
- Actually prevents actors from efficiently addressing abuses online;
- Hampers digital innovation and growth of the internet economy, especially in developing countries and for SMEs; and
- Favors the rule of the strongest.

This could make cross-border online spaces and activities potentially impossible in the future.

Coordination is a must

The stakes are high: the internet deeply impacts all societies and economies and new regulatory frontiers are constantly emerging, ranging from cryptocurrencies to artificial intelligence. Much like the natural environment is facing a climate change, the online legal environment is now also undergoing a systemic transformation.

There is much that needs to change in order to overcome the cross-border legal challenges. The surveyed stakeholders specifically pointed to the need for:

- More coordination to ensure policy coherence;
- More legal interoperability, through both substantive and procedural standards that are jointly developed;
- Inclusiveness and capacity building, including addressing practical issues such as lack of access to relevant information due to language and cultural barriers, as well as information overload;
- Greater clarity, and a common understanding, of relevant legal concepts;
- Considering the respective roles of the private and the public sector, including a clear need for re-examining and more clearly defining the roles of intermediaries;
- Transparency and accountability;
- Pursuing solutions on an issue-by-issue basis, or as clusters of issues;
- Continued, or even expanded, adherence to a multistakeholder approach; and
- A recognition that no state, company or organization can address these issues alone, and that actors in the ecosystem simply cannot afford not to collaborate.

Shaping the future of the digital society

Stakeholders of the Internet & Jurisdiction Policy Network stressed that, in the end, not addressing jurisdictional challenges would come at a high cost: the question now is not whether to regulate but how, and by whom. As pointed out by one surveyed expert, the internet is neither the problem, nor the cause of the problem. Indeed, the internet risks becoming the victim of our lack of appropriate governance mechanisms.

The task that lies before us all demands governance innovation: it involves developing the standards for legal interoperability and policy coordination, so that we are equipped with methods and tools that are as transnational, distributed, scalable and resilient as the internet itself. What is at stake is nothing less than the future of the digital society that we collectively want – for us and for future generations.
Method

It is daunting to embark on a mapping and analysis exercise aimed at facilitating a comprehensive understanding of a highly complex and dynamic ecosystem – one comprised of multiple actors, initiatives and trends across the policy silos of the digital economy, human rights and security. Such an undertaking presents several challenges. Most obvious is the difficulty in facilitating a sufficiently deep understanding of the complex issues associated with the coexistence of heterogeneous laws on the cross-border internet – one of the greatest policy challenges of the 21st century.

Furthermore, there are challenges associated with seeking to fully understand, and represent fairly, the diverse views and multifaceted interests involved. Another considerable challenge is that of the so-called ‘unknown unknowns’; with any research task involving great sectoral and geographical diversity comes a risk of missing something important without even realizing that it is missing.

An awareness of such challenges shaped the method of this report, and led to the adoption of a flexible, qualitative research design that enables an in-depth exploration of the research questions. To overcome the challenges cited above, this writing project has adopted a multifaceted research method incorporating an unprecedented and innovative large-scale collaborative contribution and review process. This process leveraged the combined expertise of the key stakeholders engaged in the Internet & Jurisdiction Policy Network through semi-structured interviews, peer review feedback and data collection procedures, combined with detailed and extensive desk research.

The desk-research
Desk research adopted conventional legal research methods and consisted primarily of a comprehensive study and analysis of relevant case law, legislation and other regulatory initiatives, as well as the literature – including books, journal articles, published conference papers and industry publications. This was supplemented with a detailed study of a variety of valuable reports and other materials from a range of bodies over recent years.

The desk research benefited greatly from the Internet & Jurisdiction Policy Network’s wide-ranging collection of relevant developments available in the I&J Retrospect Database. The Retrospect Database is the flagship, open-access publication of the Internet & Jurisdiction Policy Network, documenting policy developments, judicial decisions, international agreements and other cases that reflect jurisdictional tensions on the cross-border internet. This important collection provided up-to-date insights into current major trends, attitudes, developments and initiatives.

The materials contained in the Retrospect Database also provided important insights into current legal and technical approaches to solutions, as well as in relation to what this Report defines as overarching ‘meta-trends’.

The first stakeholder survey
The first method for gaining stakeholder input consisted of an online survey made up of 17 questions on a variety of topics relevant for the research questions. In considering how best to gather survey data to inform the research questions, great care was taken to design questions that may be answered by any of the relevant stakeholders. This ensured that all survey participants were exposed to the same set of questions.

The Internet & Jurisdiction Policy Network Secretariat identified survey participants representing all of its stakeholder groups – i.e., academia, civil society, governments, international organizations, internet platforms and the technical community – and participants were specifically selected to guarantee geographical diversity. To that end, specific geographic regions were targeted to capture as much variation as is possible. Furthermore, the selection of the survey participants was purposive, in that they were specifically targeted based on their considerable expertise and knowledge.

In total, input was received from 100 survey participants during a period from Autumn 2018 to Spring 2019. Participants provided their views in their personal capacities, rather than as representatives of any specific organization. Furthermore, input gained from the surveys has only been used without attribution.

The expert input gained from the survey was invaluable. Apart from bringing attention to major topical trends, approaches to solutions, overarching meta-trends and generally held concerns in the ecosystem, the survey results helped provide both context and a more nuanced understanding of the operating environments facing civil society, governments, international organizations, internet platforms and the technical community.

Survey results are used throughout the Report to show, in figures, the concerns and attitudes of the Internet & Jurisdiction Policy Network’s stakeholder ecosystem. In addition, the comments from surveyed experts are used to highlight particularly important arguments, observations and concerns.

Stakeholder interviews

Semi-structured interviews were organized across a broad range of stakeholders in order to complement the insights gained from the survey responses and desk research. As with the surveys, the Internet & Jurisdiction Policy Network Secretariat took care to ensure inclusiveness and diversity, with the selected interviewed experts representing academia, civil society, governments, international organizations, internet platforms and the technical community, with geographical diversity. These stakeholders were identified both from within and outside the Internet & Jurisdiction Policy Network. Each interview lasted over 30 minutes, on average. The interviews were conducted in confidence and as such, were not recorded. Detailed notes were collated, however, and observations were recorded in a structured manner, facilitating cross-referencing and detailed analysis. The semi-structured interviews allowed for considerable flexibility and catered for supplementary questions based on discussions with the interviewee. This – combined with the confidentiality guarantee – provided an environment in which interviewed experts could highlight matters important to them within the topics discussed. In many cases, the interviewees could also provide perspectives, insights and information that might otherwise have been unattainable by researchers. In this way, part of the purpose of the interviews was to reduce regional and topical gaps in the desk research. In total, 63 interviews were carried out from Autumn 2018 to Spring 2019. The interviewed experts provided their views in their personal capacities rather than as representatives of any specific organization. Furthermore, input gained from the interviews has only been used without attribution.

Like the comments made by surveyed experts, the interviewed experts’ comments were vital and are used throughout the Report to highlight particularly important arguments, observations and concerns.

The second stakeholder survey

A second stakeholder survey was held during the third quarter of 2019. This survey took the form of an open call inviting interested parties to provide general input for the Report. In addition, the survey sought specific input to complement the lists of current initiatives and developments collected via the desk research, first survey and the interviews. The second survey generated valuable input from over 50 contributors. This input further helped ensure the quality of this Report, particularly by minimizing regional and topical gaps.

Limitations of the study

A research study of this nature carries certain limitations. First, the scope of the Report is delineated by reference to the Internet & Jurisdiction Policy Network’s mandate. Thus, this is not a global status report generally about the Internet; rather it is specifically focused on cross-border legal issues in relation to the internet. Second, despite the steps outlined above, the inevitable risk of gaps must be acknowledged. The statistical relevance of exploratory research relying, in part, on a limited number of survey participants and interviewed experts should not be overstated. In addition, most forms of desk research may be accused of involving biases that are difficult to eliminate in full.

In light of the above, this Report represents a best-effort attempt at painting a broad-brushed, yet comprehensive, overview and documentation of past, current and emerging trends, relevant actors, and proposed solutions to the major cross-border legal policy challenges facing our connected society as of 1 July 2019. As such, it is a timely snapshot of the policy environment and creates a first baseline against which future studies may be undertaken.
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### Responding to the call from the Internet & Jurisdiction Policy Network

The Internet & Jurisdiction Global Status Report 2019 is the first of its kind. It is produced in response to the urgent call of over 280 senior-level stakeholders from 50 countries at the 2nd and 3rd Global Conference of the Internet & Jurisdiction Policy Network in 2018 and 2019.

The primary aim of the Global Status Report is to provide a snapshot of the current landscape and to reflect the current thinking, concerns, trends and proposals of the Internet & Jurisdiction Policy Network’s diverse stakeholders. Thus, the aim is to provide both an objective assessment of what this ecosystem of stakeholders faces today, and to anticipate relevant developments by, for example, highlighting overarching trends that will impact developments for the foreseeable future.

A secondary aim is for the Global Status Report to be a useful resource for capacity building, and for creating a greater understanding of the complicated issues involved – issues that stand to profoundly affect the entire ecosystem. To a degree, the Report may also provide a much-needed baseline for future studies of legal and regulatory trends at a global level, and it serves as a point of departure for the Internet & Jurisdiction Policy Network’s forthcoming Regional Reports.

Surveyed experts were asked whether they currently have easy access to enough information about relevant court decisions, laws and their application, initiatives, actors.

#### INFOGRAPHIC 2

On the topic of cross-border legal challenges on the internet, do you currently have easy access to enough information about:

<table>
<thead>
<tr>
<th>The relevant court decisions?</th>
</tr>
</thead>
<tbody>
<tr>
<td>NO</td>
</tr>
<tr>
<td>YES</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>The details of relevant laws and their application?</th>
</tr>
</thead>
<tbody>
<tr>
<td>NO</td>
</tr>
<tr>
<td>YES</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>The relevant initiatives?</th>
</tr>
</thead>
<tbody>
<tr>
<td>NO</td>
</tr>
<tr>
<td>YES</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>The relevant actors?</th>
</tr>
</thead>
<tbody>
<tr>
<td>NO</td>
</tr>
<tr>
<td>YES</td>
</tr>
</tbody>
</table>

SOURCE: Internet & Jurisdiction Policy Network: Internet & Jurisdiction Global Status Report 2019
As these results make clear, there is considerably greater access to sufficient information about relevant actors\(^5\) and initiatives, than to information about the details of relevant laws and their application, or to relevant court decisions. Stakeholders from non-OECD countries indicated a considerably lower degree of easy access to information about the relevant actors and initiatives, which suggests a need for capacity building and outreach to facilitate ongoing and future conversations.

When asked whether there is easy access to enough information about the details of relevant laws and their application, the answer was a resounding ‘no’ across regions and stakeholder groups, apart from academia. No less than 50% of respondents from academia indicated that they have easy access to such information, implying that the problem is not an absence of information, but rather relates to the accessibility of such information. This can be partly explained by the fact that some important information sits behind paywalls in databases that are commonly accessible to stakeholders in academia, but less so for other stakeholder groups. Yet there are also numerous free online databases that provide easy access to extensive information on the details of relevant laws and their application.\(^6\) Ultimately, then, this aspect of the survey results partly highlights a need for capacity building.

In comments from surveyed and interviewed experts, it was clear that respondents were gaining a degree of access to relevant information, but in neither a consistent nor comprehensive manner. The lack of a single authoritative source, reliance on multiple (sectoral) newsletters, the lack of transparency, lacking online access, the use of legal jargon, and information overload were all mentioned as concerns. The broad scope of the topic may be a factor, as well. As made clear in Chapter Three, which examines topical trends, cross-border legal challenges on the internet arise in such a diverse range of substantive areas that it is extremely onerous and challenging to stay up-to-date.

It is noteworthy that the surveyed experts made no specific reference to academic writings as a source of information, suggesting that the work of academics does not effectively reach the other stakeholder groups. There would be significant value in exploring options for improving this currently lacking transfer of knowledge. In enabling evidence-based policy innovation, this Report seeks to provide all stakeholders with the necessary information to develop frameworks and policy standards for the digital society and economy. It aims to give a comprehensive and regionally balanced overview and documentation of past, current and emerging trends, relevant actors and proposed solutions to the major cross-border legal policy challenges facing the connected society. In doing so, the Report accounts for the fact that the internet may be approached as: (a) a physical technical infrastructure (i.e., the hardware, routers, servers, computers, satellites, fiber optic cables, etc.); (b) a logical structure (i.e., the technical protocols that govern online interactions); and (c) a social construct made up of the available content and cyber activities. The Report complements the ongoing policy development process facilitated by the Secretariat of the Internet & Jurisdiction Policy Network. Thus, it builds upon the findings and issues addressed in the three thematic Programs of the Internet & Jurisdiction Policy Network, namely:

1. Data & Jurisdiction Program;
2. Content & Jurisdiction Program;
3. Domains & Jurisdiction Program.

The Report’s topical coverage has been selected, and is limited, by reference to the Internet & Jurisdiction Policy Network’s focus on internet governance at the intersection of the three areas of digital economy, human rights, and cybersecurity. Therefore, the coverage is not limited to questions of internet jurisdiction per se, but rather encompasses a broad range of procedural and substantive law issues falling within the broad topic of cross-border legal challenges facing the internet. Yet, the coverage is distinctly limited to these cross-border legal challenges and

"The coverage is not limited to questions of internet jurisdiction per se, but rather encompasses a broad range of procedural and substantive law issues falling within the broad topic of cross-border legal challenges facing the internet."

---

does not aim to address general internet-related issues. In alignment with the Internet & Jurisdiction Policy Network’s focus areas, the Report addresses neither cyberwar, nor cyber conflict more broadly. At the same time, it is not always possible to distinguish activities that fit within the field of cyber conflict from those that do not, in the online environment. For example, cyber espionage is carried out for both military and economic purposes, and when it is directed at defense industries or critical infrastructure, distinguishing between military and non-military espionage may be virtually impossible; rather, such espionage activities are simultaneously military and non-military. Likewise, drawing a sharp line between national security information sharing and information sharing in the context of law enforcement is not always possible, either.

A significant number of stakeholders have called for a timely compendium of global activities. It is hoped that this Report — made possible by the strong support that the Internet & Jurisdiction Policy Network enjoys from its stakeholders — can meet that need and serve as a crucial instrument to help foster policy coherence across ongoing initiatives.

Thus, the Report stands to contribute to the mitigation of acute jurisdictional conflicts, to support the development of concrete operational solutions, and to preserve the benefits of the open, interoperable and cross-border internet.

1.2

Transnational as the new normal

The world consists of nearly 200 countries, some industrialized and some developing. All these countries have their own history, economy and cultures. They have different social structures, political systems and laws. Many are home to cultural diversity, and some have a diverse range of laws. The people who populate these countries are of different ethnicities, and they speak different languages. They hold different values, religious beliefs and political opinions. Indeed, even where they hold the same values as important, they frequently take different views on how those shared values should be balanced in specific cases where they clash with one another. This staggering diversity stands in contrast to the fact that we all – so far – essentially share one internet.

During interviews carried out in support of the Report drafting, the European Union’s General Data Protection Regulation (GDPR), introduced in 2018, was by far the most frequently mentioned legal initiative. Few, if any, previous legislative initiatives have gained a similar degree of international attention. So why is it that one can speak to people from anywhere in the world and find that they are not only aware, but have detailed knowledge, of the GDPR – a law issued by lawmakers in Europe, far away from countries such as Australia, Brazil, China and the Democratic Republic of Congo? When the European Union introduced its Data Protection Directive in the mid-1990s, it gained only limited and sectoral international attention. What then changed in the world to render the GDPR a virtually ubiquitous topic of discussion?

The answer is probably twofold. First, globalization has changed the world since the mid-1990s, and the ecosystem is now more alert to how the laws of one jurisdiction can impact people in other parts of the world. This is an inescapable consequence of increased interconnectedness. Further, states are now more frequently looking to other states when seeking to shape their own legal responses to the challenges that stakeholders face. The internet has strongly contributed to these developments. Second, there is now considerably greater recognition of the role that data – and therefore, data privacy – plays in our lives. This change, too, has been predominantly driven by the internet.

The GDPR is merely one of many laws that impact individuals beyond their original jurisdiction. In fact, most countries’ laws have such an impact on some level. As many interviewed experts observed, this makes for an increasingly complex regulatory environment.

The observation that the online environment is largely transnational may seem like little more than a truism; but this trend has profound implications, giving rise to problems and af-
fecting approaches to their solution. Several interviewed and surveyed experts noted that matters that were once determined domestically are now transnational in nature, necessitating a different mindset among decision makers on all levels. The stakes are high, and the diversity is great. The importance of communication (including cross-border communication) is well-established; and no other medium can facilitate cross-border communication as fluidly as the internet. The online environment lends itself to the kind of cross-border communication that online communities in both industrialized and developing countries expect, and that can lead to cross-border disputes. Addressing transnational issues is, therefore, not optional, and the necessary internet jurisdiction rules must be able to cope with a high volume of disputes.

As an international environment, issues of internet regulation also require internationally oriented solutions; whether pursued on an international or domestic level, solutions must account for the international context in which they will operate. Both useful and harmful approaches are likely to have cross-border implications and may spread internationally. Kant’s ‘categorical imperative’ comes to mind, prompting the pursuit of universal solutions.

Unfortunately, the international political climate has recently changed. There is a significant move away from international collaborative efforts and common goals, as more states adopt inward-looking policies and put their own immediate interests first. Trust is being replaced by distrust, collaboration by the rule of the strongest. Such trends represent a substantial obstacle for the effective coordination of internet regulation. However, it remains an inescapable fact that cross-border legal challenges on the internet can only be addressed through international collaborative efforts and the pursuit of common goals; no state, company or organization can do this alone, and the ecosystem simply cannot afford not to collaborate.

“Trust is being replaced by distrust, collaboration by the rule of the strongest.”
1.3
Growing concern over abuses

There is a general feeling among the Internet & Jurisdiction Policy Network’s stakeholders that online abuse is increasing. A clear majority – 69% of surveyed experts – either ‘agreed’ or ‘strongly agreed’ that online abuses (e.g., in the form of hate speech, harassment, hacking, privacy violations, or fraud) are increasing. 27% ‘neither agreed nor disagreed’, and only 4% ‘disagreed’ or ‘strongly disagreed’.

INFOGRAPHIC 3
Are online abuses, for example in the form of hate speech, harassment, hacking, privacy violations, or fraud, increasing?

<table>
<thead>
<tr>
<th></th>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Neither Agree nor Disagree</th>
<th>Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
<tbody>
<tr>
<td>STATES</td>
<td>3,6%</td>
<td>26%</td>
<td>42,8%</td>
<td>28,6%</td>
<td></td>
</tr>
<tr>
<td>INTERNET COMPANIES</td>
<td>0%</td>
<td>31,6%</td>
<td>47,4%</td>
<td>21%</td>
<td></td>
</tr>
<tr>
<td>TECHNICAL OPERATORS</td>
<td>0%</td>
<td>25%</td>
<td>30%</td>
<td>45%</td>
<td></td>
</tr>
<tr>
<td>CIVIL SOCIETY</td>
<td>11,2%</td>
<td>33,3%</td>
<td>33,3%</td>
<td>22,2%</td>
<td></td>
</tr>
<tr>
<td>ACADEMIA</td>
<td>6,8%</td>
<td>23,5%</td>
<td>41,2%</td>
<td>29,4%</td>
<td></td>
</tr>
<tr>
<td>INTERNATIONAL ORGANIZATIONS</td>
<td>0%</td>
<td>33,3%</td>
<td>16,7%</td>
<td>50%</td>
<td></td>
</tr>
</tbody>
</table>
Despite the agreement that online abuses (e.g., hate speech, harassment, hacking, privacy violations, or fraud) are increasing, the percentage of respondents that ‘neither agreed nor disagreed’ was substantial and many surveyed experts said the lack of empirical evidence made it difficult to answer this question.

This observation is both fair and important; and it reflects the sophistication of the ecosystem. It directs attention to the fact that there is currently a lack of reliable data, which, in turn, is linked to the need to standardize methods and initiatives to collect reliable data to inform policy decisions.

A recurring theme in comments made by surveyed experts is that while online abuses are increasing, so is the overall use of the internet — in other words, both abuse and normal use are increasing (possibly in proportion). One surveyed expert correctly pointed out that this is a question of percentages versus absolute numbers. With more people online, and more layers of services and platforms, the absolute volume of both online abuse and the people affected by it increase. Yet this is a separate matter to whether there is an increase in the percentage of people misbehaving out of the overall body of internet users. Some surveyed experts also noted that as awareness of online abuses has increased, so too has the willingness to report abuses. Both these factors may contribute to a perception that online abuses are increasing. A key trend here is that increasing awareness of, and sensitivity to, these abuses result in increasing political pressure to address them. This political pressure risks sparking uncoordinated, unilateral reactions that do not achieve desirable long-term effects.

Some interviewed experts made the point that the internet merely mirrors conduct offline. One surveyed expert suggested that abuse is increasing both offline and online because of the current political and economic climate, and that online platforms simply reflect society. Yet different types of abuses also emerge online. The internet gives greater visibility to things that were once largely restricted to the private sphere and, therefore, makes it easier for them to spread.

Another interviewed expert emphasized that these dynamics differ across cultures, and that there are increasing differences in what is seen as harassment, privacy violations and hate speech.
A majority (56%) of surveyed experts ‘strongly agreed’ that the cross-border legal challenges on the internet will become increasingly acute in the next three years. A further 39% ‘agreed’ and none of the surveyed experts ‘disagreed’ or ‘strongly disagreed’, while 5% responded that they have no view on this question.

Comments provided by surveyed experts highlighted a widely held view that the combination of three factors will make cross-border legal challenges on the internet increasingly acute:

1. The world is increasingly becoming interconnected through the internet, thereby increasing diversity online;
2. The internet is deeply affecting societies and economies, meaning that the stakes are high; and
3. Nation states with different visions are seeking to increase their control over the internet, primarily by using national tools rather than transnational cooperation and coordination.

As one surveyed expert pointed out, in all this, the internet is neither the problem, nor the cause of the problem. Rather, the internet is the victim.
1.4

Competing legitimate interests need reconciling

A ‘genuine regulatory challenge’ exists where there are competing legitimate interests that are difficult to reconcile. In the context of internet jurisdiction, there are numerous instances of competing legitimate interests. For example, state A’s protection of free speech may be difficult to reconcile with state B’s restrictions on hate speech.

The genuine regulatory challenges facing the ecosystem can be boiled down to the need to reconcile, or at least balance, the three dimensions of:

1. fighting abuses;
2. protecting human rights; and
3. promoting the digital economy.

All three of these dimensions are strongly affected by two complicating factors of fundamental importance:

1. individual interests are being pursued at the expense of the common good; and
2. there are competing rationalities/visions for what is the common good.

To a great extent, the difficulties in finding solutions to cross-border legal challenges on the internet stem from the fact that the genuine regulatory challenges are numerous and involve legal notions that are central to the identity of individual states. Yet, this does not fully explain the complexity of the situation facing the ecosystem. Some of the challenges stem instead from the inadequacy of the legal concepts used.

1.5

Existing legal concepts are under stress

Most legal concepts with which we work – such as the focus on the location of evidence – were developed in the offline context.

The application online of pre-internet legal concepts often involves decisions on the appropriate analogies and metaphors. The impact of such decisions was famously highlighted in the mid-1990s during the debate over the constitutionality of the US Communication Decency Act (CDA),\(^7\) and was again on display in the 2016 Supreme Court of Canada hearing in the Equustek case.\(^8\) Representing Google Inc, McDowell suggested that, Google search was akin to a librarian that managed one of several card catalogues. In contrast, Justice Karakatsanis suggested a different analogy, comparing Google search to the person behind the counter of a bookstore. The choice of analogy would clearly impact the question of responsibility. Several interviewed experts emphasized the concern that, in the jurisdiction field, legal concepts are old fashioned and outdated. This creates ‘artificial regulatory challenges’ in that the frameworks and concepts being applied are insufficient to address the issues; in other words, the inadequacy of the tools may cause regulatory challenges. This prevents, or at least limits, progress.

Perhaps the most central concept under stress is the binary distinction between territorial and extraterritorial. While it – like other binary simplifications, such as the distinction between day and night – may work for certain purposes, they are inadequate for other important purposes. Much like the failure of the day/night distinction to take into account dusk and dawn, and indeed the many nuances between, viewing the strength of jurisdictional claims from the binary perspective of territorial versus extraterritorial does not adequately reflect the nuances involved.

---

Are we already applying the right legal concepts to address cross-border legal challenges on the Internet?

<table>
<thead>
<tr>
<th></th>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Neither Agree nor Disagree</th>
<th>Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>STATES</strong></td>
<td>3,8%</td>
<td>37%</td>
<td>40,7%</td>
<td>18,5%</td>
<td></td>
</tr>
<tr>
<td><strong>INTERNET COMPANIES</strong></td>
<td>5,5%</td>
<td>38,9%</td>
<td>38,9%</td>
<td>16,7%</td>
<td></td>
</tr>
<tr>
<td><strong>TECHNICAL OPERATORS</strong></td>
<td>6,2%</td>
<td>50%</td>
<td>25%</td>
<td>18,8%</td>
<td></td>
</tr>
<tr>
<td><strong>CIVIL SOCIETY</strong></td>
<td>12,5%</td>
<td>12,5%</td>
<td>50%</td>
<td>25%</td>
<td></td>
</tr>
<tr>
<td><strong>ACADEMIA</strong></td>
<td>6,2%</td>
<td>43,8%</td>
<td>37,5%</td>
<td>12,5%</td>
<td></td>
</tr>
<tr>
<td><strong>INTERNATIONAL ORGANIZATIONS</strong></td>
<td>0%</td>
<td>66,6%</td>
<td>16,7%</td>
<td>16,7%</td>
<td></td>
</tr>
</tbody>
</table>

SOURCE: Internet & Jurisdiction Policy Network: Internet & Jurisdiction Global Status Report 2019

Concerns about legal concepts

One of the survey questions posed the claim that we already apply the right legal concepts to address cross-border legal challenges on the internet. Among the surveyed experts, 46% either disagreed or strongly disagreed, 36% indicated that they neither agreed nor disagreed, and 18% either agreed or strongly agreed. Comments from the surveyed experts offer guidance as to how these statistics should be understood, and what the concerns are. For example, one surveyed expert qualified their agreement with the above claim by stressing that, although the basic legal concepts are sound and relevant, their application to the online environment remains a challenge. This concern is also recurring in the literature.

Another surveyed expert noted that there are several lacunae in the legal concepts, and yet another emphasized that there is a categorically new challenge in melding the global internet with national borders, and that we do not have the right legal concepts or principles for this task. The latter surveyed expert also made the point that this challenge is more complicated than other cross-border challenges, such as the regulation of financial transactions or airspace. These survey responses correspond to observations commonly made in the literature. For example, the mobility of data undermines the utility of several traditional jurisdictional anchor points.
A related concern is that arguably too much of the discussion around cross-border legal challenges on the internet relies on legal concepts involving imprecise abstractions that are difficult to operationalize. In part, this is due to differing understandings of fundamental legal concepts. One example of this is found in the term ‘comity,’ which has a quite specific meaning in US law but remains a vague and controversial concept in international law. Due to the variations in legal systems around the world, one surveyed expert noted that, it might be difficult to even assert which are the ‘right legal concepts’. Another surveyed expert pointed out that while some regions of the world work with the ‘right’ legal concepts, we do not do so on a global level. One surveyed expert noted that courts lack the right black letter law framework. However, the same expert also added that arriving at the right black letter law framework would not be so difficult and would not require any major reinvention of the law. In this context, a potential barrier is the degree to which courts properly understand and keep up with technological developments. Once, this challenge was openly acknowledged by the courts. Most famously, in 1997, the US District Court for the Southern District of New York observed that: "Judges and legislators faced with adapting existing legal standards to the novel environment of cyberspace struggle with terms and concepts that the average [...] five-year-old tosses about with breezy familiarity." Today, one rarely sees such open admissions. Yet, while the judiciary’s general IT competence doubtlessly has increased over the years, it may be suggested that the complexity of relevant technologies has increased at an even faster pace. Thus, the question of whether we are in a better position or not than we were in 1997, when the US District Court for the Southern District of New York made its observation, has no obvious answer. At any rate, due to the complexity involved, few areas are as plagued by artificial regulatory challenges as the debate about cross-border legal challenges on the internet. One need only consider the conceptual complexity involved in analyzing a standard cross-border legal issue, such as a claim of jurisdiction over conduct that occurs in another state but affects the state making the claim. In such a situation, tradition would dictate beginning with a consideration of whether the matter falls within public or private international law – a question that does not always have an obvious answer. If the matter falls under private international law, there is a need to consider other matters, such as whether there are grounds for claiming personal jurisdiction and subject matter jurisdiction. Then, there is a need to identify the applicable law and determine whether there are any grounds for the court in question to decline to exercise jurisdiction. Only then can the matter be heard. Once a judgment is issued, new issues arise around recognition and enforcement. On the other hand, if the matter falls under public international law, tradition points to at least three different types of jurisdiction – prescriptive, adjudicative and enforcement jurisdiction, to which a fourth (investigative jurisdiction) has recently been added. Each of these types of jurisdiction is associated with unclear and vague criteria, and it is not always obvious to which category a given matter would belong. For prescriptive jurisdiction, there is a set of commonly referenced principles known as the Harvard Draft Principles, with the addition of the so-called ‘effects doctrine’. These principles were originally drafted for a narrower purpose compared to how they are often treated today. The criteria are less clear for adjudicative and enforcement jurisdiction, however, and the detailed criteria for investigative jurisdiction remain to be defined. If the claim of jurisdiction overcomes these hurdles, there are still numerous other considerations, such as:

- Would the claim of jurisdiction violate the sovereignty of another state (assuming sovereignty remains viewed as a right on its own that can be violated)?
- Would the claim of jurisdiction be contrary to the duty of non-intervention?
- Would the claim of jurisdiction be contrary to comity?
- Is the claim of jurisdiction in fact mandated by the due diligence principle?

The conceptual complexity works as a barrier to entry, preventing the ‘uninitiated’ from contributing to the debate, and risks making this field the exclusive domain of a small group of specialist lawyers. It also regularly results in misunderstandings and miscommunication. Furthermore, it creates an environment in which discussions are characterized by overly broad and simplistic claims, leading to locked positions; too often, the legal concepts are not debated in a systematic manner. Instead, there is a tendency to pick and choose concepts that support any given position.

---

9. Or ‘conflict of laws’ as ‘private international law’ often is referred to in Common Law countries.
12. See Chapter 5 ‘Relevant concept clusters 101’ for definitions of these concepts.
A proponent of a claim of jurisdiction may, for example, feel vindicated by the ‘effects doctrine’ (while ignoring all other principles), while an opponent to the same claim may feel vindicated by the ‘comity principle’ (while ignoring all other principles). The complexity may hide the flaws in their respective approaches, and because they both feel supported by law, the likelihood of agreement – or even of a constructive discussion – is low. This highlights a clear need for a simpler legal framework of foundational principles in which attention is directed at three criteria:

1. whether there is a substantial connection between the matter and the state seeking to exercise jurisdiction;
2. whether the state seeking to exercise jurisdiction has a legitimate interest in the matter; and
3. whether the exercise of jurisdiction is reasonable given the balance between the state’s legitimate interests and other interests.

These criteria are gaining increasing recognition and transcend the perceived gap between public and private law. Further, they incorporate both effects doctrine and comity, as well as other relevant public and private international law concepts. As such, they amount to a suitable foundation upon which to build more detailed legal norms for specific contexts.

Current discussions of cross-border legal challenges on the internet predominantly focus on tackling the most pressing day-to-day issues (i.e., some of the genuine regulatory challenges), at the expense of focusing on the underlying conceptual complexity (i.e., the artificial regulatory challenges). This is natural, given the impact that these challenges have for society. However, real progress can only be made if the ecosystem also tackles the artificial regulatory challenges. Indeed, the artificial regulatory challenges must first be addressed in order to adequately address the genuine regulatory challenges. It is hoped that this Report can contribute to this important task.

To this end, the subsequent Chapters of this Report take care to not only engage with and outline the genuine regulatory challenges, but to do so in a manner that may mitigate some of the artificial regulatory challenges alluded to here.

“Current discussions of cross-border legal challenges on the internet predominantly focus on tackling the most pressing day-to-day issues (i.e., some of the genuine regulatory challenges), at the expense of focusing on the underlying conceptual complexity (i.e., the artificial regulatory challenges).”

Proper frameworks and institutions are lacking

The Internet & Jurisdiction Policy Network’s stakeholders pointed to a current lack of appropriate institutions to address cross-border legal challenges on the internet.

The majority (58%) of surveyed experts either ‘disagreed’ or ‘strongly disagreed’ that we already have the right institutions in place to address cross-border legal challenges on the internet. Only 15% of surveyed experts stated either ‘agreed’ or ‘strongly agreed’, while 27% indicated that they neither ‘agreed’ nor ‘disagreed’.

<table>
<thead>
<tr>
<th>States</th>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Neither Agree nor Disagree</th>
<th>Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.4%</td>
<td>37%</td>
<td>29.6%</td>
<td>22.2%</td>
<td>3.8%</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Internet Companies</th>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Neither Agree nor Disagree</th>
<th>Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
<tbody>
<tr>
<td>11.1%</td>
<td>61.1%</td>
<td>22.2%</td>
<td>0%</td>
<td>5.6%</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Technical Operators</th>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Neither Agree nor Disagree</th>
<th>Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.2%</td>
<td>43.8%</td>
<td>31.2%</td>
<td>18.8%</td>
<td>0%</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Civil society</th>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Neither Agree nor Disagree</th>
<th>Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
<tbody>
<tr>
<td>12.5%</td>
<td>62.5%</td>
<td>25%</td>
<td>0%</td>
<td>0%</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Academia</th>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Neither Agree nor Disagree</th>
<th>Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
<tbody>
<tr>
<td>12.5%</td>
<td>37.5%</td>
<td>37.5%</td>
<td>12.5%</td>
<td>0%</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>International Organizations</th>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Neither Agree nor Disagree</th>
<th>Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
<tbody>
<tr>
<td>0%</td>
<td>83.3%</td>
<td>0%</td>
<td>16.7%</td>
<td>0%</td>
<td></td>
</tr>
</tbody>
</table>

Source: Internet & Jurisdiction Policy Network: Internet & Jurisdiction Global Status Report 2019
Some surveyed experts commented that awareness of the sensitivity of cross-border legal challenges on the internet is often low in current institutions - both internationally and domestically - and that they need to evolve and better cooperate with one another. Among surveyed and interviewed experts, there was a clear majority view that although numerous institutions work on these issues, additional fora or institutions might be beneficial. A smaller number expressly doubted the need for additional institutions.

Another aspect of lacking coordination relates to the availability of appropriate frameworks and standards. 44.5% of surveyed experts ‘disagreed’, and a further 10% ‘strongly disagreed’, with the assertion that we have the frameworks and standards to address cross-border legal challenges on the internet. Only 11% of surveyed experts ‘agreed’, and none ‘strongly agreed’. 34.5% of surveyed experts indicated that they neither ‘agreed’ nor ‘disagreed’.

**INFOGRAPHIC 7**

**Do we have the right frameworks and standards to address cross-border legal challenges on the internet?**

<table>
<thead>
<tr>
<th></th>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Neither Agree nor Disagree</th>
<th>Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>STATES</strong></td>
<td>7.5%</td>
<td>40.7%</td>
<td>33.3%</td>
<td>18.5%</td>
<td></td>
</tr>
<tr>
<td><strong>INTERNET COMPANIES</strong></td>
<td>11.1%</td>
<td>50%</td>
<td>33.3%</td>
<td>5.6%</td>
<td></td>
</tr>
<tr>
<td><strong>TECHNICAL OPERATORS</strong></td>
<td>6.2%</td>
<td>42.8%</td>
<td>50%</td>
<td>0%</td>
<td></td>
</tr>
<tr>
<td><strong>CIVIL SOCIETY</strong></td>
<td>25%</td>
<td>37.5%</td>
<td>25%</td>
<td>12.5%</td>
<td></td>
</tr>
<tr>
<td><strong>ACADEMIA</strong></td>
<td>12.5%</td>
<td>31.2%</td>
<td>43.8%</td>
<td>12.5%</td>
<td></td>
</tr>
<tr>
<td><strong>INTERNATIONAL ORGANIZATIONS</strong></td>
<td>0%</td>
<td>83.3%</td>
<td>0%</td>
<td>16.7%</td>
<td></td>
</tr>
</tbody>
</table>

*SOURCE: Internet & Jurisdiction Policy Network: Internet & Jurisdiction Global Status Report 2019*
In their comments, surveyed experts pointed to regional differences, with some noting that global standards do not exist and are unachievable. Others pointed out that the cross-border legal challenges on the internet are being addressed under ordinary domestic laws, with some adding that many cross-border challenges cannot effectively be addressed within the national domain.

1.7

Coordination is insufficient

The stakeholders sent a strong message that current coordination efforts are insufficient.

When asked whether there is sufficient international coordination and coherence to address cross-border legal challenges on the internet, no less than 79% of surveyed experts answered ‘no’, while only 4.5% answered ‘yes’. 16.5% responded that they have no view on this question.

<table>
<thead>
<tr>
<th>States</th>
<th>Internet Companies</th>
<th>Technical Operators</th>
<th>Civil Society</th>
<th>Academia</th>
<th>International Organizations</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>66.7%</td>
<td>77.8%</td>
<td>80%</td>
<td>87.5%</td>
<td>100%</td>
</tr>
<tr>
<td>I have no view on this</td>
<td>22.2%</td>
<td>16.6%</td>
<td>20%</td>
<td>12.5%</td>
<td>0%</td>
</tr>
<tr>
<td>Yes</td>
<td>11.1%</td>
<td>5.6%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
</tbody>
</table>

SOURCE: Internet & Jurisdiction Policy Network: Internet & Jurisdiction Global Status Report 2019

The survey highlights that:
1. states are attempting to address the cross border legal challenges on the internet by applying their existing laws; 2. but national responses are inadequate; and therefore, 3. there is a clear need for transnational coordination and cooperation.
While the survey results show a clear and overwhelming consensus across stakeholder groups and regions, it should be noted that some surveyed experts said robust international coordination and cooperation can be seen among certain groups and in certain sectors. One example mentioned was coordination among law enforcement agencies, e.g., via the work of Interpol, Europol and the Council of Europe.

1.8

Fundamental attributes of the internet are at stake

Should the internet be preserved? While the vagueness of this question is obvious, the instinctive answer is probably still a resounding ‘yes’. After all, the internet has already revolutionized how people, businesses and governments interact; it plays a central role in the lives of billions of people, and has brought numerous significant economical and societal benefits.

While there is seemingly clear support for preserving the internet as we know it, it is also widely recognized that the internet is constantly evolving. This is perhaps particularly true in the global south, where the internet’s uptake, structure and usage are evolving quickly. As the way we use the internet has changed over the years, so too has the content available online and the internet’s technical infrastructure. Online, change is constant and natural, and it typically translates into desirable progress.

Nevertheless, there are perhaps certain characteristics of the internet that ought to be shielded against change. If so, what might those characteristics be? What is it about the internet that instinctively deserves to be preserved? These kinds of questions may be answered at different levels of abstraction. At a relatively high level, one might point to the internet’s openness, and its role as an enabler and protector of human rights and democratic values, as qualities that are particularly worth preserving. Other such qualities include the internet’s potential to contribute to a fairer and more equitable world, and to bring people closer together through a global communications medium, ultimately supporting a peaceful coexistence.

Unfortunately, all these characteristics are currently under threat, to varying degrees, and they cannot be taken for granted. Rather, it must be recognized that the internet is a fragile environment and that the characteristics of the internet that are to be preserved must be actively protected. Two such characteristics are the internet’s cross-border and permission-less nature – both of which are under threat.

1.8.1

The cross-border internet cannot be taken for granted

As noted in a brief September 2018 Internet Society concept note on the internet and extraterritorial effects of laws: “Globalization is a feature of the internet, not a bug, and legal systems everywhere should recognize this, not try to ‘fix’ it.” This observation is both accurate and important. Yet, as discussed in detail below, the regulatory landscape online (and offline) has always been fragmented. This is a direct consequence of the sovereignty that states enjoy, insofar as they have the capacity to make their own laws. Indeed, it has been noted that the difficulty of applying and enforcing any regulatory system online may be attributed to the fact that the internet’s

operation involves a highly fragmented universe of actors, norms, procedures, processes and institutions, including many non-state entities. Although this kind of fragmentation is nothing new in the online ecosystem, states are making increasingly aggressive jurisdictional claims and backing up those claims with heavy fines or even the threat of imprisonment (Chapter 4.1.2), raising the stakes for the subjects of regulations. Therefore, both natural and legal persons may opt to avoid having an online presence on certain markets. For example, those wishing to avoid contact with certain states may utilize technical measures such as geo-location technologies (Chapter 4.2.1), or non-technical measures such as disclaimers or terms of service excluding access based on location.

Whether technical or non-technical, this type of fragmentation – if widespread – is a threat to the cross-border internet and carries both societal and economic consequences. Fragmentation online contributes to fragmentation offline, resulting in a loss of some useful interactions and cross-border engagements that may spark mutual trust and understanding. As to the financial side, it has been noted that: “The balkanization of the internet will change how companies do business. This will likely reduce efficiency and, in a macro way, have some effect on the global economy.”

At the same time, it may be argued that some degree of fragmentation is the only way to uphold national rules – which may be necessary to avoid a lawless internet – and avoid claims of global jurisdiction (Chapters 3.1.2.1, 3.1.6.2 and 4.1.7). The task, then, is to determine the type and degree of acceptable fragmentation, without endangering the characteristics of the internet that should be shielded from change.

In a sense, what we are witnessing is a decreasing gap between the initially borderless internet and the territorially grounded legal systems; the internet is becoming less ‘borderless’, and legal systems are becoming less anchored in territoriality. If properly coordinated and managed, this development stands to provide great benefits to both the fight against abuses and the protection of human rights, as well as the digital economy. If mismanaged, however, it may spell disaster for the online environment.

---

Fragmentation also occurs in a more technical sense. A useful distinction has been made between fragmentation on the internet, as discussed above, and fragmentation of the internet – fragmentation of the internet’s underlying physical and logical infrastructures.18

The physical backbone of fiber optic cables crossing oceans and international borders enables a relatively seamless online experience regardless of location. Traditionally, these cables have been controlled by telecommunications operators, but a shift in ownership has given rise to at least two ‘new’ types of owners. The first is the major internet companies. Some of these companies have invested in their own trans-oceanic cables, resulting in private networks that connect their data centers and operate outside of the rules that have governed the internet and its network operators to date, such as those pertaining to common carriage and neutrality.19

The second category of new cable owners includes nation states seeking to pursue geo-political cyber strategies. China, most notably, is making significant investments to build a geographically strategic infrastructure that allows data to flow around the world entirely on Chinese-owned fiber optic infrastructure.20 Such a nation-controlled infrastructure may be applied in order to reduce access to information, limit participation in online forums, restrict data privacy and freedom of expression, and perhaps embed surveillance and censorship capabilities.21 These developments could be seen as a logical extension of the Great Firewall of China (Chapter 4.2.2), and may in fact make the current Great Firewall of China redundant. At any rate, they represent a serious attack on the neutrality of the internet’s core infrastructure. Furthermore, they represent a step away from the internet as a ‘network of networks’ – a key feature that encourages a multi-stakeholder approach to internet governance – and pose a threat to the cross-border internet.

Another technological development that may lead to fragmentation is exemplified in the Russian government’s ambitions to develop a separate backup of system of Domain Name Servers (DNS), which, according to 2017 reports, would not be subject to control by international organizations.22 The Press Secretary of the Russian Presidency has specified that Russia does not intend to disconnect from the global internet, arguing instead that recent unpredictability from the US and EU demanded that Russia be prepared for any turn of events.23 On February 11, 2019, it was reported that Russia has taken several major steps in this direction.24

In May 2019, Russia’s internet sovereignty law was reportedly signed by Vladimir Putin creating an isolated domestic internet network.25 Furthermore, major satellite-based internet connectivity, while largely in its infancy, may have the potential to facilitate and accelerate fragmentation of the internet.

In a sense, the fragmentation of technical infrastructure likely poses a greater threat to the global internet than fragmentation arising from the regulatory landscape online. Moreover, while there is a degree of political will to attempt to overcome the negative effects of fragmentation sparked by regulatory challenges, there are currently no signs of any developments that may prevent or even slow down the fragmentation of technical infrastructure.

In tackling these issues, it is essential to keep in mind that the cross-border internet cannot be taken for granted; it is a resource that needs to be actively protected. Indeed, the cross-border internet – both from a technical and regulatory perspective – is a sensitive and fragile environment comprising multiple stakeholders and actors; changes for one stakeholder group may have potentially irreversible flow-on consequences for others.

---

1.8.2

The permission-less nature of the internet needs active protection

A distinctive feature of the online environment is its permission-less nature. In setting up a website, for example, one may be responsible and liable for that website, but no permission is required to launch it. By removing barriers to entry, the permission-less nature of the online environment has been a great facilitator of innovation, and its importance is widely recognized. One of the NETmundial principles articulates this importance: "The ability to innovate and create has been at the heart of the remarkable growth of the internet and it has brought great value to the global society. For the preservation of its dynamism, internet governance must continue to allow permission-less innovation through an enabling internet environment, consistent with other principles in this document. Enterprise and investment in infrastructure are essential components of an enabling environment." 26

The EU’s e-commerce Directive from 2000 includes another articulation of the permission-less nature of the online environment. Article 4(1) emphasizes that: "Member States shall ensure that the taking up and pursuit of the activity of an information society service provider may not be made subject to prior authorisation or any other requirement having equivalent effect." 27

The fact that the internet, by tradition, has been a network of networks without a central authority has assisted – or even necessitated – the permission-less nature discussed here. However, with the move toward infrastructure-level fragmentation, the permission-less nature cannot be taken for granted in the future. Rather, it must be actively protected and preserved.

In addition, all the reasons the ‘first generation regulators’ felt so strongly about enshrining the permission-less nature of the online environment must be kept in mind in our current era of ‘hyperregulation’ (Chapter 2.2.2). Where the regulatory complexity creates a substantial barrier for innovative new actors entering the market, the permission-less nature of the online environment is arguably undermined.

"With the move toward infrastructure-level fragmentation, the permission-less nature cannot be taken for granted in the future"

Not addressing jurisdictional challenges comes at a high cost

A failure to properly address the cross-border legal challenges on the internet will result in high costs for all stakeholders and may cause irreparable harm. Such negative consequences were highlighted in surveys and interviews.

When asked what, if any, negative consequences they foresee if cross-border legal challenges on the internet are not properly addressed, the Internet & Jurisdiction Policy Network’s stakeholders highlighted the following in particular:

INFOGRAPHIC 9

What negative consequences, if any, do you foresee if cross-border legal challenges on the Internet are not properly addressed?

<table>
<thead>
<tr>
<th>Percentage</th>
<th>Consequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>60%</td>
<td>Legal Uncertainty</td>
</tr>
<tr>
<td>54%</td>
<td>Loss of some key cross-border benefits of the Internet</td>
</tr>
<tr>
<td>54%</td>
<td>Restrictions of expression</td>
</tr>
<tr>
<td>52%</td>
<td>Compliance costs for online businesses</td>
</tr>
<tr>
<td>35%</td>
<td>Inability to address online abuses</td>
</tr>
</tbody>
</table>

Top 5 answers by respondents

SOURCE: Internet & Jurisdiction Policy Network: Internet & Jurisdiction Global Status Report 2019

In their comments, surveyed experts also identified the lack of rules to govern conduct on the internet as a risk. As one surveyed expert noted, as in every game with no rules, it is the strongest that will prevail.
A multistakeholder approach is still desired

The joint management of internet resources by governments, business and civil society in their respective roles – i.e., multistakeholderism – remains the preferred approach to addressing cross-border challenges on the internet. This was a clear theme among surveyed and interviewed experts.

Many interviewed experts pointed to multistakeholder models currently operating in certain spaces, such as governments working with social media companies in a collaborative or co-operative approach to combat issues like child abuse material or extremist activity online. Some specific examples cited include the activities of Internet Corporation for Assigned Names and Numbers (ICANN) and the associated Regional At-Large Organizations, the World Wide Web Consortium (W3C) and the Internet Governance Forum (IGF), including its regional initiatives. However, interviewed experts considered that there must be more robust interaction across more areas. For example, one interviewed expert said civil society and citizens must have a stronger voice in these discussions. Another interviewed expert stressed the importance of a multistakeholder model that incorporates industry agreement, as opposed to absolute oversight by government – an agile and flexible system that can allow issues to be addressed as they arise. Another expert commented that we are seeing threats or attempts to undermine the multistakeholder approach, particularly due to unilateral initiatives from governments and private sector actors driven by their own national or commercial interests. Thus, the message was clear that while a multistakeholder approach is still desired, the multistakeholder model is yet to be perfected and is facing competition from the mentioned unilateral initiatives.

Additionally, some interviewed experts pointed to an important gap in the widespread reliance on multistakeholderism. Court decisions have a significant impact on all cross-border legal issues on the internet. Yet, by their nature, court decisions are not reached through any process that may be described as multistakeholderism. Typically, only parties to the dispute are allowed to present arguments to the court. There is, therefore, an obvious risk that important interests are unrepresented at trials and overlooked by courts.

“The message was clear that while a multistakeholder approach is still desired, the multistakeholder model is yet to be perfected and is facing competition from [...] unilateral initiatives.”

31. For example, the African Regional At-Large Organization, the Asian, Australasian and Pacific Islands Regional At-Large Organization, the European Regional At-Large Organization, the Latin American and Caribbean Islands Regional At-Large Organization and the North American Regional At-Large Organization.
33. For example, the Latin America and Caribbean IGF, East Africa IGF, Central Africa IGF, North Africa IGF, West Africa IGF, Central Asia IGF, Asia Pacific IGF and Arab IGF.
In many ways, the challenges faced in the context of internet jurisdiction are akin to the challenges the world is facing with climate change. Both challenges can only be addressed through cross-border cooperation and coordination, and both have a global impact that affects developing countries most acutely. Both challenges are also of a nature that might make individuals (and even individual states) feel unable to do anything of impact on their own to affect change. Yet another similarity is found in the enormous economic and societal implications at stake. There are also important differences between the respective crises unfolding in the natural environment and the online environment. For example, while short-term economic arguments are often levied against proposals for decisive action against climate change, there are few, if any, economic arguments against tackling the cross-border legal challenges on the internet. On the contrary, decisive action against the cross-border legal challenges on the internet will also be rewarded economically in the short-term, not just in the long-term. Furthermore, while there are still climate change deniers, few doubt or even question the very real and negative impact of not addressing the cross-border legal challenges on the internet. More broadly, while it has been suggested that some states prefer to operate with an unclear and chaotic legal framework regarding matters, such as cyber espionage and cyber aggression, there are few that benefit from jurisdictional chaos and ‘hyperregulation’ online (Chapter 2.2.2). These latter points suggest that there ought to be a clear political, and unquestioned economic and social justifications, to decisively tackle the challenges faced in the context of internet jurisdiction.

A pressing challenge, insufficiently addressed

The cross-border legal challenges facing the internet are currently getting more attention in media and in policy discussions than ever before.

In many ways, the challenges faced in the context of internet jurisdiction are akin to the challenges the world is facing with climate change. Both challenges can only be addressed through cross-border cooperation and coordination, and both have a global impact that affects developing countries most acutely. Both challenges are also of a nature that might make individuals (and even individual states) feel unable to do anything of impact on their own to affect change. Yet another similarity is found in the enormous economic and societal implications at stake. There are also important differences between the respective crises unfolding in the natural environment and the online environment. For example, while short-term economic arguments are often levied against proposals for decisive action against climate change, there are few, if any, economic arguments against tackling the cross-border legal challenges on the internet. On the contrary, decisive action against the cross-border legal challenges on the internet will also be rewarded economically in the short-term, not just in the long-term. Furthermore, while there are still climate change deniers, few doubt or even question the very real and negative impact of not addressing the cross-border legal challenges on the internet. More broadly, while it has been suggested that some states prefer to operate with an unclear and chaotic legal framework regarding matters, such as cyber espionage and cyber aggression, there are few that benefit from jurisdictional chaos and ‘hyperregulation’ online (Chapter 2.2.2). These latter points suggest that there ought to be a clear political, and unquestioned economic and social justifications, to decisively tackle the challenges faced in the context of internet jurisdiction.

1.11

To address this weakness in the judicial system, some courts allow the filing of so-called amicus curiae – ‘friend of the court’ – briefs. Courts have allowed a large number of amicus briefs in some recent high-profile internet jurisdiction cases, such as the Microsoft Warrant case heard in the US Supreme Court in February 2018.

From an international perspective, though, such accommodation of amicus briefs is an exception and most courts avoid non-party input, by: (1) not allowing amicus briefs at all, (2) adopting court rules that exclude amicus briefs in all but the most exceptional circumstances, or (3) interpreting the court rules restrictively to exclude non-party input. Restrictive approaches toward amicus briefs may be justified by the risk of delays and added costs. These are legitimate concerns, and courts are typically restrictive when it comes to amicus briefs, particularly those filed by foreigners. At the same time, though, the stakes are often high for non-parties, as well, including foreign non-parties. In cases where courts feel empowered to make decisions with international impact, one may argue that they should accept the responsibility of ensuring that they are sufficiently exposed to the international interests that stand to be impacted by their decisions. Against this background, reform of the amicus curiae system is arguably the most urgently needed enhancement of effective multistakeholderism.

---

01. Why a Global Status Report, and What is at Stake?
02 OVERARCHING TRENDS

EXPRESSION

SECURITY

ECONOMY
The combination of detailed desk research and stakeholder input – via the survey and interviews – drew attention to several overarching trends that are central to any discussion of the cross-border legal challenges on the internet. These overarching ‘meta-trends’ are shaping topical trends (Chapter 3), and to a degree, they are setting the parameters within which the legal and technical approaches may be explored (Chapter 4).

First, some of the overarching trends relate to the changing technological landscape, which creates a need for ‘future-proofing’ any legal or technical approaches we embark on today. In this context, there is a clear trend of eroding borders between the online data-driven world and the physical world, and there is an equally clear trend of continuing migration to the cloud.

Second, some of the overarching meta-trends relate to the regulatory environment on the internet. While perhaps a rudimentary observation, there is a clear trend of recognition that legal regulation is necessary online – the question of whether to regulate or not is a ‘dead issue’. A proliferation of initiatives signals that the cross-border legal challenges on the internet are being taken seriously, perhaps more so than ever before. Yet, the measures taken suffer from a lack of coordination and cooperation. This only compounds challenges arising from the trends of information overload and information access problems.

A third trend concerns serious attempts at re-thinking the role of territoriality for the regulation of the internet, and an emerging political will to do so. Indeed, there is increasing recognition, in some settings, that territoriality is largely irrelevant. Lawmakers are also displaying a greater appetite for extending laws online, often in an ‘extraterritorial’ manner that affects individuals, businesses and organizations overseas, or indeed other states; we may now be in an era of jurisdictional ‘hyperregulation’ (Chapter 2.2.2). The increasing geographic reach of national laws may be seen as a natural response, where national laws are the only tools to address transnational issues. Nevertheless, this trend is associated with issues, including enforcement difficulties, and there is some irony in that applying more laws transnationally will encourage more cooperation, because it is often necessary for enforcement.

Fourth, there is a set of overarching trends that relate to normative plurality, convergence and cross-fertilization. Blurring the distinction between illegal content, content that violates terms of service and content that is objectionable has only augmented the diversity of normative sources. One trend observed in this context is a harmonization via company norms; another is judicial cross-fertilization driven by replication and imitation that does not always properly account for scalability issues. In this context, the Internet & Jurisdiction Policy Network’s stakeholders pointed to a trend of newer and smaller actors being bound by decisions from established and larger actors. This in turn may motivate the development of what may be termed ‘global south impact assessments’.

A fifth trend pertains to the increased complexity around the role of internet intermediaries. In some instances, these intermediaries are self-proclaimed gatekeepers; in others, they are involuntary gatekeepers. Sometimes, they are simply scapegoats and ‘easy’ targets for litigation and content restriction orders.
2.1

A technological landscape in constant flux

There is a necessary and constant interplay between law and technology, as developments in one sphere typically impact the other.

The constant interplay between law and technology occurs both online and offline. In the past, such developments were typically slow, gradual and relatively sporadic. In the online environment, however, major technological developments are fast, dramatic and numerous. This puts significant stress on the law-making apparatus and demands a degree of future-proofing that goes far beyond what has historically been required. The preparedness for this task often appears limited in industrialized countries and is nearly absent in many developing countries.

2.1.1

The unification of online and physical worlds

One clear overarching trend is the fact that borders between the online data-driven world and the physical world are eroding and becoming less clear, or even meaningless. This is an ongoing process and not something new. People no longer ‘go online’ – we are constantly online. This has been the case for several years and it is in large part due to the uptake of smartphones.

In the Internet of Things era, however, the speed with which these borders erode is increasing dramatically, with effects for all aspects of society. As one interviewed expert noted, the big data-driven companies we know from the online environment are increasingly using their data-focused expertise to expand into traditional industries in the physical world (self-driving cars are one example, but this trend extends far beyond that). By the same token, traditionally offline companies are increasingly repositioning themselves as data-driven companies, but may still lack the capacity to fully engage with the breadth of cross-border jurisdictional issues because they are ‘late to the party’. This raises several legal issues around competition, for example, and the abuse of dominant market positions. We are perhaps yet to see the full picture of how it will impact cross-border legal challenges online.

As several interviewed experts pointed out, technology in this context acts not only as an object of regulation, but as a regulatory force itself. Indeed, it has long been recognized that technology competes with law as a regulatory force, which in turn makes those in control of the technology into regulators. 36

2.1.2

A continuing migration to the cloud

Put simply, cloud computing involves the on-demand provision of computing resources over the internet. 37 In this area, a distinction is routinely drawn between infrastructure as a service (IaaS), platform as a service (PaaS) and software as a service (SaaS), but increasingly, also between government as a service (GaaS), monitoring as a service (MaaS) and security as a service (SECaaS). 38 All these forms of cloud computing have profound implications for cross-border legal challenges on the internet.

Whether intentionally or not, cloud computing typically creates connecting points to foreign jurisdictions in situations that may have previously been entirely domestic. Furthermore, cloud computing results in data being held by parties other than those who

actually ‘own’ the data, which has consequences in relation to data privacy law, for example, and the ability of law enforcement to access content needed as evidence.

Cloud computing, with its often highly fluid data flows, may make it difficult or even impossible to ascertain, in real time, where specific data is located. This, in turn, severely undermines the usefulness of data location as a jurisdictional connecting factor or focal point. As argued recently by a US court, when it is impossible to ascertain the location of data, it also becomes harder to argue that the sovereignty of a particular state was implicated when that data was accessed by a law enforcement agency: “Even if the interference with a foreign state’s sovereignty is implicated, the fluid nature of Google’s cloud technology makes it uncertain which foreign country’s sovereignty would be implicated when Google accesses the content of communications in order to produce it in response to legal process.”

It is important, of course, to not confuse the question of which state’s sovereignty is being interfered with, and the question of whether any state’s sovereignty is being interfered with. The court’s reasoning here may be accused of failing to recognize this distinction. Nevertheless, there is certainly some merit in the issue to which the court seeks to bring our attention.

While the study of cloud computing as a distinct regulatory or legal field seems to have declined, technological development is ongoing. Furthermore, states, businesses, and regions are still developing ways in which they use cloud computing, and not all attempts at establishing cloud computing arrangements have been successful. One interviewed expert stressed that it is not only data that goes into the cloud. As massive amounts of software move into the cloud environment, ensuring control and security is a challenge, and security is not always built in from the start. Consequently, there is little doubt that cloud computing will continue to impact cross-border legal challenges on the internet as an overarching meta-trend.

2.2

Regulation: not if, but how and by whom

It is useful to distinguish between regulation of the internet, on the one hand, and regulation on the internet, on the other. It is primarily the latter that is in focus here.

2.2.1

To regulate or not is not the issue

During the 1990s, a debate raged about whether it was desirable to regulate cyberspace, and whether it was even possible to do so. This debate took place on several levels; in policy circles and in academia, and domestically and internationally among the comparatively limited number of states that were active online at that time. In the academic arena, key contributions to the English-language debate were made, not least, by several prominent North American scholars. Most famously, in the policy context, 1996 saw Barlow present his well-known Declaration of the Independence of Cyberspace, which captured the spirit of the time: “Governments of the Industrial World, you weary giants of flesh and steel, I come from Cyberspace, the new home of Mind. On behalf of the future, I ask...

you of the past to leave us alone. You are not welcome among us. You have no sovereignty where we gather. [...] You have no moral right to rule us nor do you possess any methods of enforcement we have true reason to fear. [...] Cyberspace does not lie within your borders. [...] Ours is a world that is both everywhere and nowhere, but it is not where bodies live. [...] Your legal concepts of property, expression, identity, movement, and context do not apply to us. [...] Our identities may be distributed across many of your jurisdictions. The only law that all our constituent cultures would generally recognize is the Golden Rule. We hope we will be able to build our particular solutions on that basis. But we cannot accept the solutions you are attempting to impose.45

Today, some of these thoughts may seem to belong to a bygone era. Yet, other aspects are clearly still relevant – perhaps more as an explanation of the regulatory issues the ecosystem still faces today, rather than a manifesto. Sovereignty and enforcement remain complex and controversial issues. Cyberspace may be less ‘borderless’ now than it was then, but the clash between laws grounded in territoriality and a prima facie borderless, virtually global internet remains. Furthermore, some legal concepts are still difficult to transpose onto the online environment. Nevertheless, questions of whether it is possible, and desirable, to regulate cyberspace are now ‘dead issues’. It is generally recognized that there is a need for legal regulation for many online activities. For example, few would accept the idea of an online environment where laws against child abuse-materials do not apply. Consumers are less likely to engage in e-commerce if they are not afforded protection, and data privacy protection is at least as important online as it is offline. The fact that legal regulation plays an important role online is an important overarching meta-trend that affects every aspect of the topical trends (Chapter 3), and the legal and technical approaches (Chapter 4).

At any rate, the areas in relation to which the ecosystem relies on legal regulation are not necessarily static. As discussed in more detail below, while law is largely relied upon to create trust in online commercial transactions today, blockchain-based smart contracts may increasingly act as a competitor in some areas – even if the law remains an underlying facilitator of the trust created by smart contracts (Chapter 3.3.5.3). Meanwhile, the applicability of law online is now firmly established. Scholars such as Ost, van de Kerchove46 and Weitzenboeck47 have emphasized that the pyramidal model of regulation – characterized by the centrality of the state as the regulator – has been severely undermined by developments in information technology, globalization, economic interdependence, human rights focus and the rise of transnational organizations. As summarized by Weitzenboeck, the resulting ‘network regulation’ or ‘mesh regulation’ that is argued to have replaced the pyramidal model of regulation sees:

“the state ceases to be the sole source of sovereignty (having to share this not just with super-state authorities but also with powerful private entities); the will of the legislator ceases to be received as dogma (it is accepted only subject to conditions, after a complex evaluation process both ahead and after the enactment of a law); the borders between fact and law at times become blurred; the different powers of the state interact (judges become co-authors of the law and the sub-delegation of normative power which, in principle was prohibited, multiplies); the juridical systems (and, more broadly, the normative systems) become entangled; knowledge of the law which traditionally proclaimed its methodological purity (mono-disciplinary) now leans towards an interdisciplinary mode and is more the result of a learning process than a priori axioms. Moreover, justice, which in the pyramidal model was reduced to the hierarchies of values fixed in the law, is today understood in terms of the balance of interests and the equilibration of values which are both different and variable.”48

Whether this paradigm shift has been completed, is merely under way, or indeed is overstated, may be a topic open for discussion. However, it is undeniably the case that we are witnessing signs of these trends, and they are both driven by the online environment and fundamentally impacting the cross-border internet issues of concern in this Report.

Further, while we have moved far from Barlow’s Declaration, the era of so-called self-regulation is by no means over. And indeed, there are several regulatory types of prominence in the online landscape, including:

1. private law regulation;
2. public law regulation;
3. private-public arrangements;
4. self-regulation; and
5. technical code or lex informatica.50

The first four, but normally not the fifth, of these regulatory types may be country-specific and vary considerably from country to country. This further complicates the regulatory landscape.

Here we may pause to consider how regulatory initiatives, falling into these different regulatory types, from different parts of the world interact.

2.2.2

Proliferation of initiatives

A plethora of new initiatives from public and private actors around the world have been announced or adopted to address the issues at stake. These include new national laws, guidelines, Opinions, codes of conduct, model laws, multilateral agreements, conventions, declarations, and company policies. Many of these initiatives are discussed in Chapter 3 that outlines key topical trends, and in Chapter 4 that analyzes a range of legal and technical approaches.

In this context, it is useful to pause to consider the hardening of so-called ‘soft law’ that is increasingly apparent. Soft law taking a position on the proper interpretation of complex laws, such as the opinions and guidelines issued by many designated authorities or other bodies, frequently assumes a role virtually indistinguishable from hard law, such as legislation and case law. This is not only occurring in the online environment, but it can perhaps be said that it is particularly prevalent in internet regulation.

In any case, the intensive developments on cross-border legal challenges online signal that these issues are now taken seriously, which is certainly important. Yet, uncoordinated patching actions, taken in a reactive mode under the pressure of urgency, create a legal arms race with potentially detrimental impacts – an arms race involving the active deployment of measures rather than simply a stockpiling of potential measures.

Ensuring that the multiplication of different regimes does not create additional tensions, or even conflicts, is a major challenge. The degree to which states seek to apply their laws to internet activities is unprecedented. Thus, one may speak of this as an era of jurisdictional ‘hyper regulation’ characterized by the following conditions:

1. the complexity of a party’s contextual legal system (i.e., the combination of all laws that purport to apply to that party in a given matter – see further Chapter 2.2.6) amounts to an insurmountable obstacle to legal compliance; and
2. the risk of legal enforcement of (at least parts of) the laws that make up the contextual legal system is more than a theoretical possibility.

One interviewed expert emphasized that governments are now seeking to control the online environment, which results in the creation of more laws, as their typical response is to introduce new laws rather than apply existing laws to confront the challenges.

A related trend is the fast pace at which political agendas and policy focuses change. For example, various online issues that gained limited

---

attention just some years ago, such as online bullying, the spread of hate speech and non-consensual distribution of sexually explicit content, are now widely recognized as problems. The constant shifting of priorities and attention from one topic to another, often spurred by the news media, creates a sense of urgency that leaves governments with insufficient time to decide on, or coordinate, approaches.

### 2.2.3 An increasing appetite to regulate cyberspace

Some interviewed experts noted that although governments in the past largely took the view that internet regulation was difficult or impossible, the political will to regulate the internet is now stronger than ever. Indeed, tech industry leaders are too increasingly calling for further regulation.\(^{52}\) Just over half of surveyed experts indicated that they see this development as both part of the problem and part of the solution. In more detail, 55% indicated that the increase in the enforcement of national laws in cases involving servers, users or companies located in other countries is both part of the problem and part of the solution. In more detail, 28% saw it as just part of the

---

**INFOGRAPHIC 10**

**Increased regulation of cyberspace: problem or solution?**

<table>
<thead>
<tr>
<th></th>
<th>States</th>
<th>Internet Companies</th>
<th>Technical Operators</th>
<th>Civil Society</th>
<th>Academia</th>
<th>International Organizations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Both part of the problem</td>
<td>60.7%</td>
<td>44.4%</td>
<td>58.8%</td>
<td>62.5%</td>
<td>50%</td>
<td>50%</td>
</tr>
<tr>
<td>Part of the problem</td>
<td>14.3%</td>
<td>38.9%</td>
<td>29.4%</td>
<td>37.8%</td>
<td>43.8%</td>
<td>0%</td>
</tr>
<tr>
<td>Neither part of the problem and the solution</td>
<td>3.6%</td>
<td>5.6%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Part of the solution</td>
<td>21.4%</td>
<td>11.1%</td>
<td>11.8%</td>
<td>0%</td>
<td>6.2%</td>
<td>50%</td>
</tr>
</tbody>
</table>

**SOURCE:** Internet & Jurisdiction Policy Network: Internet & Jurisdiction Global Status Report 2019

---

\(^{52}\) See e.g. Internet & Jurisdiction Policy Network (2019, March). Facebook calls for increased regulation pertaining to harmful content, elections, privacy and data portability. I&J Retrospect Database. Retrieved from https://www.internetjurisdiction.net/publications/retrospect#eyJ0byI6IjIwMTktMDMifQ==.
problem, while 15% saw it as just part of the solution. 2% saw the increase in the enforcement of national laws in cases involving servers, users or companies located in other countries as being neither part of the problem nor part of the solution.

In their comments, surveyed experts expressed concerns around the increased enforcement of national laws in cases involving servers, users or companies located in other countries. In particular, surveyed experts pointed to concerns about arbitrariness, uncertainty, unintended consequences, inappropriate impacts, and a tension between state priorities and a global vision. Others noted that while adherence to treaties would be ideal, in its absence, extraterritorial national laws – if properly implemented – are a sensible interim solution. Some also argued that unilateral attempts highlight weaknesses in existing regimes, and as such, work as an inevitable catalyst for long-term change.

There were clear sectoral differences on this survey question, with stakeholders from the government sector and international organizations being considerably more positive about this development.

2.2.4 Information overload and accessibility

To move forward on the cross-border legal challenges on the internet in the most successful way possible, all stakeholders must have access to relevant information. Indeed, this is one of the reasons for this Report. Yet, both the feedback provided by surveyed and interviewed experts, and indeed the very writing process of the Report have showcased the present obstacles preventing the level of access required for informed policy development.

One surveyed expert stated that information was accessed mainly on a regional scale. Another noted that, although there is substantial information available about decisions in the US and Europe, there is not much information about decisions and developments in other states – including their rationale, their laws and the interpretation of those laws. This could be seen as a call for states around the world to do more to provide and promote free online access to their laws and court decisions, preferably with key developments accessible in multiple languages.

This observation is also of interest in relation to the widespread lack of issues and examples from other regions (outside the EU and US) in discussions of cross-border legal challenges on the internet – a problem strongly emphasized by numerous interviewed and surveyed experts. Surveyed and interviewed experts noted that much is being done to ensure regional diversity in the discussions, including greater representation from developing countries. Yet one may reasonably assume that part of the problem stems from EU/US developments becoming the common denominator in the discussions, partly due to their accessibility. As a result, these developments garner greater attention at the expense of examples from other regions, even when those regions are represented in discussions.
Numerous surveyed and interviewed experts pointed to the I&J Retrospect Database of the Internet & Jurisdiction Policy Network as a leading source of information on the relevant actors and initiatives, the details of relevant laws and their application, as well as the relevant court decisions in the topic of cross-border legal challenges on the internet.

However, the wide variance in access to materials from different regions is also reflected in the Internet & Jurisdiction Policy Network’s Retrospect Database. For example, an examination of the reported cases during the year of 2018 – 240 in total – reveal the following statistics:

- 95 of these deal exclusively with Europe, and another 12 involve Europe plus at least one other jurisdiction;
- 28 cases deal exclusively with North America, and another 12 involve North America plus at least one other jurisdiction;
- 19 cases are geographically neutral;
- 17 cases deal exclusively with Asia (apart from China, India and Russia), and another 1 involves Asia (apart from China, India and Russia) plus at least one other jurisdiction;
- 14 cases deal exclusively with Russia, and another 1 involves Russia plus at least one other jurisdiction;
- 10 cases deal exclusively with India, and another 1 involves India plus at least one other jurisdiction;
- 9 cases deal exclusively with South America, and another 2 involve South America plus at least one other jurisdiction;
- 8 cases deal exclusively with Australia/New Zealand, and another 2 involve Australia/New Zealand plus at least one other jurisdiction;
- 9 cases deal exclusively with China;
- 9 cases deal exclusively with Africa; and
- 7 cases deal exclusively with the Middle East, and another 1 involves the Middle East plus at least one other jurisdiction.

While the Internet & Jurisdiction Policy Network’s Retrospect database is clearly intended to capture information from around the world, the dominance of European materials is nevertheless overwhelming. This highlights the need for more and better information sharing, and points to the usefulness of future regional reports.

In this context, it is worth emphasizing the point that information sharing equals impact. For example, if a person from South America meets someone from Asia and neither knows much about the other’s laws and approaches, but both have a basic understanding of European and North American approaches, they are perhaps likely to base their discussion on the common knowledge they share. This results in a ‘disproportionate’ influence of European and North American laws, which is a key issue for both capacity building and inclusiveness. Here we may usefully reconnect with the language issue discussed above. An increasing English language proficiency may eradicate current language barriers on the receiver side; i.e. access to English language materials in non-English language states may not be much of an issue. However, language barriers will remain a considerable hurdle on the provider side. The likely result is that people from non-English states are becoming skilled at accessing/consuming English language information, but still lack effective means for making their non-English language laws etc accessible to people that do not speak their language. Thus, the increase in English proficiency may work against the influence of non-English speaking countries.

The need for capacity building was a recurring theme in comments from surveyed and interviewed experts, and it is relevant in this context, as well. For example, one interviewed expert commented on the importance of developing a new way to educate policy makers, regulators and others, so that the discussion remains robust in terms of legal tradition, but in a way that can be readily understood to prevent these stakeholders from ‘switching off’. Interviewed experts from the tech sector made similar comments on capacity building, with some stressing the need for legislators and law enforcement to understand the technology and terminology.

Variance in access to materials from different regions

Every problem has a solution, but every solution has a problem

One may argue that judicial and legislative creativity has declined over recent years. Yet, solutions have been, and are being, advanced to address the complications regarding the establishment of a court’s personal jurisdiction over a defendant in another territory. Many will recall, for example, the ‘sliding scale’ test articulated by US courts in the mid-1990s, which sought to organize websites by reference to their ‘interactivity’. And in the famous High Court of Australia case in 2002 between US publishing company Dow Jones and Victorian businessman Gutnick – which marked the first time that the highest court of any state considered the matter of jurisdiction over cross-border internet defamation – Justice Kirby determined that the solution was found in the doctrine of forum non conveniens.55

These solutions, like many others, have not stood the test of time. But the judicial self-restraint that Justice Kirby anticipated in the form of forum non conveniens is still frequently cited as a potential solution, even though court attitudes toward jurisdiction appear to be moving away from self-restraint.56

Therefore, few proposed solutions are truly ‘new’, and focusing on whether they are or not is arguably not the most fruitful approach. More importantly, though, is how well a given solution addresses the concerns at hand. The reality is that jurisdictional issues both online and offline are complex, and considering the attempts at finding solutions so far, it seems clear that perfect solutions are improbable; indeed, the search for perfection can become an obstacle to progress. And given that the world is increasingly characterized by complexity, arriving at an all-encompassing international treaty to solve the myriad cross-border legal challenges online is highly unlikely in the foreseeable, and even distant, future.

Rather than waiting for the problems to go away, or to be resolved through an unlikely international treaty, stakeholders need to continue working on many different fronts and ensure that their work is as coordinated as possible. Such work should also be grounded in solid conceptual frameworks – a component that is typically provided by academic research.

Yet, despite the central role that the internet plays in modern society, and despite its increasing prominence in policy discussions, cross-border legal challenges on the internet are still treated as fringe issues in legal academic literature – not least within the fields of public and private international law. This is untenable. Cross-border internet-related legal issues are central matters in society today, and this must be reflected in public and private international law discussions.

Regrettably, it appears that the legal issues of internet jurisdiction are still treated as fringe issues in legal academic literature – not least within the fields of public and private international law. This is untenable. Cross-border internet-related legal issues are central matters in society today, and this must be reflected in public and private international law discussions.

Perfect solutions are improbable [...] the search for perfection can become an obstacle to progress

2.2.5

“Perfect solutions are improbable [...] the search for perfection can become an obstacle to progress”
Jurisdictional issues represent a decreasing proportion of academic work

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of journal articles addressing the legal issues of internet jurisdiction</td>
<td>841</td>
<td>1,997</td>
<td>1,451</td>
<td>1,501</td>
<td>1,281</td>
</tr>
<tr>
<td>Number of journal articles addressing the internet</td>
<td>13,762</td>
<td>31,646</td>
<td>34,680</td>
<td>39,392</td>
<td>37,981</td>
</tr>
<tr>
<td>Percentage of journal articles addressing the legal issues of internet jurisdiction out of total number of journal articles addressing the internet</td>
<td>6.1%</td>
<td>6.3%</td>
<td>4.2%</td>
<td>3.8%</td>
<td>3.4%</td>
</tr>
</tbody>
</table>

2.2.6 Legal uncertainty increases

The activities of both natural persons (individuals) and legal persons (companies and other organizations) are regulated by law. In the offline environment, it is typically quite easy to identify the applicable law. For example, a person driving a car on roads in Germany is subject to German traffic rules. Identifying the applicable law(s) online is often more complicated. When sending an email from Argentina to Japan, for example, a person may be subject to both the laws of Argentina and those of Japan. However, when the same person in Argentina posts a defamatory comment about a person in Finland to a social media site, she may be subject to not only the laws of Argentina and Finland, but the laws of all the countries in which she has contacts in her social media network – and perhaps any law specified in her agreement with the social media platform. As this example shows, it is important to bear in mind that applicable laws are determined by the activities we undertake.

To understand the complications that arise, it is useful to think of the laws that apply to a person in a given situation as a ‘contextual legal system’ – that is, a system of legal rules from different states that all apply to the activity undertaken by that person. It is then clear that, in the example involving an email sent from Argentina...
to Japan, the contextual legal system is less complex (because it consists of the legal rules of two states) than that of the latter example involving a defamatory social media posting.

A serious problem online is that people are often unable to predict all the states’ laws that form part of their contextual legal system for any given activity. Even when persons can ascertain which states’ laws apply to them, it is not always easy to access all those laws. Indeed, even where access can be ensured, language issues may preclude a full understanding of those laws. In addition, the legal rules of a domestic legal system are typically structured to avoid situations where one legal rule demands something that another legal rule prohibits. However, where a contextual legal system consists of legal rules from different states — as is typically the case in relation to online activities — no such coordination can be presumed. As a result, it is not uncommon online for one legal rule, within a relevant contextual legal system, to require something that another legal rule prohibits. This lack of legal harmonization, while natural considering how the world is organized, is a major hurdle, as it creates an environment in which ensuring legal compliance is difficult, or even impossible.

This poses obvious practical challenges. On a deeper level, it also undermines the legitimacy of at least one fundamental legal principle: the principle that ignorance of the law excuses not (‘Ignorantia juris non excusat’), which is a cornerstone of any functioning legal system. If one acknowledges that the regulatory environment online makes it frequently impossible to be informed of one’s legal obligations, it is difficult to maintain that ignorance of the law is no excuse. For now, the general impossibility of knowing all the laws that purport to apply, and the fact that ignorance of the law is typically no excuse, seem irreconcilable, affecting both the topical trends (Chapter 3), and the legal and technical approaches (Chapter 4).

Furthermore, in any situation involving clashing norms, we should not restrict ourselves to something as crude as assessing whether a given country’s laws apply to the situation, because not all laws of a country are relevant in any given situation. Imagine that legal person Y from state A enters into a purchase contract with natural person Z from state B. If state B wants to apply its consumer protection laws to the situation, those laws of state B may have a substantial connection to the matter and state B may have a legitimate interest in applying those consumer protection laws. However, if state B, based on the same set of facts, wants to apply its corporate governance laws to Y, the connection is weaker and the interest in doing so is less legitimate. To take this example to the extreme, imagine that based on the mentioned scenario, state B wants to apply its marriage laws to all employees of legal person Y; then both the connection and the interest is non-existent.

Thus, any assessment of whether state B’s laws shall apply hinges on what norms that state seeks to apply. It is the applicability of individual norms of a certain state, rather than all its laws in their entirety, that should be in focus. This increased granularity ought to be reflected in private international law rules, especially where they are affecting the online environment.

“A serious problem online is that people are often unable to predict all the states’ laws that form part of their contextual legal system for any given activity. Even when a person can ascertain which states’ laws apply to them, it is not always easy to access all those laws.”
Rethinking the role of territoriality

In relation to the matter of jurisdiction, territoriality is essentially meant to fulfil two functions. The first is to provide a criterion for when a state can claim jurisdiction. Online, however, it is particularly easy to find territorial anchor-points for jurisdictional claims. The second function of territoriality is to act as a ‘stop sign’ that provides a warning when one enters the exclusive domain of another state. Here again, though, territoriality fails online.

It is simply unrealistic to think that a state will be part of the global community and still enjoy traditional exclusiveness, in the Westphalian sense. In fact, it seems increasingly obvious that drawing a distinction between territorial and extraterritorial jurisdictional claims is misguided. This is because:

1. There is no (international) agreement on when a claim of jurisdiction is extraterritorial (which, assuming that extraterritorial is the opposite of territorial, logically precludes any agreement on when a claim of jurisdiction is territorial); and

2. Some ‘extraterritorial’ claims of jurisdiction are clearly supported in international law, as is the case, for example, under the nationality principle. In fact, exceptions to a strict adherence to territoriality are now so numerous that territoriality can no longer be seen as the jurisprudential foundation for jurisdiction.

Even where a jurisdictional rule is drafted in terms of territorial criteria, its true underlying aim is to establish whether the state making the jurisdictional claim has a sufficiently strong connection to the matter to create a legitimate interest in claiming jurisdiction; a territorial criterion is merely a proxy for this underlying aim. For example, while Article 3 of the GDPR purports to delineate the GDPR’s scope of application in a spatial sense, it actually does so in a manner that is both territorially-dependent and territorially-independent. In the end, the binary nature of the distinction between territorial vs. extraterritorial fails to account for the true nature of the reality with which we work.

To speak of extraterritoriality is akin to describing cars as ‘horseless carriages’ – both descriptions are founded in a mistaken notion of what is ‘normal’. Although the term ‘extraterritoriality’ is still widely used for the sake of convenience, we must be aware that extraterritoriality, as a concept, has been discredited.59

It is well established and beyond intelligible dispute that international law’s focus on territoriality is a bad fit with the fluidity of the online environment, which is characterized by constant and substantial cross-border interaction. Yet, until recently, little had been done, and even less achieved, in the pursuit of disentangling internet jurisdiction from territoriality.

In policy documents and academic writings, the most commonly cited source for a territoriality focus is the classic Lotus case60, which was decided by the then-Permanent Court of International Justice in 1927. This case involved a collision between two steamships.

Rather than conceding that the absence of relevant case law means that this is an unsettled area of law, there has been a tendency to inappropriately overemphasize the Lotus decision.”

60. Case of the S.S. “Lotus” (France v. Turkey), PCIJ Series A, No. 10, p. 21.
Perhaps the real reason that the Lotus decision still receives so much attention is the fact that there are so few other international decisions on this topic. Rather than conceding that the absence of relevant case law means that this is an unsettled area of law, there has been a tendency to inappropriately overemphasize the Lotus decision.

Moreover, the Lotus judgment is not a particularly solid foundation for the territoriality principle, because it contains contradictions and lacks clarity in some areas. It is also a decision in which no less than half of the members of the court expressed a dissenting opinion, and there is not even any agreement as to what type of jurisdiction—prescriptive, judicial or enforcement—the Lotus case involved.

As the role of strict territoriality declines in the context of jurisdiction, something else must take its place as the jurisprudential core of jurisdictional claims. In the context of law enforcement access to digital evidence there are, at least, signs of an emerging consensus to focus on whether the state claiming jurisdiction has a legitimate interest and a substantial connection to the matter at hand, combined with an assessment of the consideration of other interests. Discussions regarding the cross-border legal issues associated with law enforcement access to digital evidence are relatively advanced, and as one interviewed expert noted, this field is a major driver in cross-border legal issues. Therefore, reliance on this three-factor framework may spread, as it can also be applied in other settings in which standards need to be imposed on claims of jurisdiction.

Focusing on whether the state claiming jurisdiction has a legitimate interest and a substantial connection to the matter at hand, combined with an assessment of the consideration of other interests, has the advantage of incorporating a wide range of complex international law concepts, while also being easily understandable. This user-friendliness makes it an effective tool to overcome some of the ‘artificial regulatory challenges’ associated with cross-border legal issues on the internet. It further benefits from being relevant for both matters that traditionally fall within public international law and those that traditionally fall within private international law (or conflict of laws).

### 2.3.1

**An increasing geographic reach of national laws**

When jurisdictional rules are broad in scope, they risk capturing conduct with which there is an insufficient degree of contact to justify a state’s jurisdictional claim. This may lead to jurisdiction being exercised over parties that lack adequate notice. At the same time, when jurisdictional rules are narrow in scope, they risk leaving victims without judicial redress. Striking the right balance is no easy task, and focusing on distinctions between territoriality and extraterritoriality frequently leads to both of these problems.

Many states make broad claims of jurisdiction over internet activities – claims that they cannot possibly back up with effective enforcement. While online and offline, arguably the biggest difference is that for online jurisdiction, there is a greater need to link the question of whether a claim of jurisdiction is appropriate with the question of over what jurisdiction is asserted. Put differently, it is harder in the online context to determine which aspects of a legal or natural person’s activity are captured by a claim of jurisdiction and which are not. This is a topic that has so far gained little attention, and there is a clear need for more sophisticated tools to ensure that claims of jurisdiction are not broader than necessary to accomplish lawmakers’ goals.

Yet, perhaps the biggest challenge relates to trying to change attitudes. of-
ten, the aim of the rules of jurisdiction is understood to be to merely further the domestic policy objectives of relevant substantive laws. For example, if defamation law aims to protect the reputation of individuals, the aim of relevant jurisdictional rules is perceived to be to make the substantive defamation law as widely enforceable as possible by extending the claim of jurisdiction globally. But this is too simplistic. The underlying role of rules of jurisdiction must always be to seek the effective enforcement of the relevant substantive law, while at the same time minimizing, or even avoiding, the risk of international tension and conflict, and without imposing unreasonable burdens on those subjected to the regulation.

2.3.2 Challenges of enforceability

It is easy to understand why states want their laws to be respected online in the same way they are respected offline. Indeed, as the world is structured today, each state may be understood to have the right to dictate what is available online in that state. At the same time, despite the obvious legitimacy of their ambition for online and offline legal parity, there are several other considerations that must be part of the equation. First, merely claiming that a state’s laws apply worldwide online does not make it so. International law imposes some restrictions – albeit vague ones – on when a state can claim that its laws apply. Furthermore, a state’s ability to enforce its laws is often more limited than the claims it makes regarding the reach of its laws. Second, as states make broader jurisdictional claims, they may become increasingly dependent on the cooperation of other states for the enforcement of those claims. Therefore, although broader claims of jurisdiction may lead to obvious clashes in some cases, they may also encourage greater cooperation and coordination among states.

Any potential positive impact of broader jurisdictional claims may be lost when states are content to limit themselves to what may be termed ‘domestic enforcement of extraterritorial claims’. Rather than relying on enforcement through the cooperation of foreign states, states, in this scenario may impose ‘market destroying measures’ on the foreign party, such as restricting that party’s access to users in the country in question. Such exercises of ‘market sovereignty’ are seemingly increasing in frequency. Third, where a state makes the claim that its laws apply to certain online activities, it needs to be prepared to accept equally broad claims from other states. Fourth, jurisdictional hyperregulation (Chapter 2.2.2) imposes a significant cost of compliance on all natural and legal persons who seek to abide by the applicable laws. Fifth, there is a risk that natural and legal persons who seek to abide by all applicable laws adhere to the strictest standards, under the logic that compliance with the strictest standards ensures compliance with all relevant laws. Such an approach is ill-advised as there is not one state that has the strictest laws on every topic. Thus, to know which law is the strictest in a careful and intelligent manner. In our current era of jurisdictional hyperregulation (Chapter 2.2.2), there is a clear meta-trend of states making overly broad and diction where more limited, intelligent and nuanced claims of jurisdiction would:

1. be easier to defend both morally and under international law;
2. be easier to enforce;
3. impose lower compliance costs; and
4. be less likely to encourage overly broad claims of jurisdiction by other states.

"As states make broader jurisdictional claims, they may become increasingly dependent on the cooperation of other states for the enforcement of those claims. Therefore, although broader claims of jurisdiction may lead to obvious clashes in some cases, they may also encourage greater cooperation and coordination among states."


2.3.3

When territoriality is irrelevant

Given the above, it is only natural that we have seen a slow but steady decline in the focus on territoriality for jurisdictional purposes. As discussed in Chapter 3.2.2.3, some recent examples of this include the 2018 US CLOUD Act; the EU’s Proposal for a Directive of the European Parliament and of the Council laying down harmonized rules on the appointment of legal representatives for the purpose of gathering evidence in criminal proceedings; and the EU’s Proposal for a Regulation of the European Parliament and of the Council on European Production and Preservation Orders for electronic evidence in criminal matters. The ongoing work on the Council of Europe’s 2nd Additional Protocol amending the Budapest Convention is another example. Further, Article 3(l) of the EU’s GDPR specifically emphasizes that the location of data processing is irrelevant (Chapter 3.1.6.1). With these instruments, the EU and US are shifting their focus away from the location of the data in question, and from territoriality more broadly.

It has also been noted that soft law is “a regulatory model which develops and establishes rules independently of the principle of territoriality”. This is significant since, as noted above, soft law is particularly prevalent in internet regulation.

The shift away from blind adherence to territoriality as the foundation of jurisdiction must be understood in light of the fact that territoriality-based thinking encourages data localization (Chapter 4.2.7), and fragmentation more broadly. Furthermore, as noted, territoriality, as a concept, suffers from several weaknesses, especially when applied in online contexts where determining the location of a specific activity necessitates entering the quagmire of legal fictions.

2.4

Normative plurality, convergence and cross-fertilization

It is a well-established fact that law is not the only factor affecting conduct online. Indeed, law does not always have the greatest effect on conduct online. This has profound implications.

2.4.1

Blurring of categories

Interviewed experts noted that there is sometimes a fine line between legitimate political speech on the one hand, and hate speech or defamatory content on the other. Some measures aimed at removing the latter risk suppressing the former. One interviewed expert also observed that there is no broad agreement on norms, behaviors and types of content that are universally acceptable. The international differences are great; content may be

“Jurisdiction, as a jurisprudential concept, is not rooted in territoriality.”

At the same time, it should be noted that difficulties in applying the concept of territoriality are by no means limited to the online environment. Such difficulties are also common offline, particularly in fields such as human rights law, aviation law and anti-competition law. It is time to recognize that what are normally discussed as ‘exceptions’ to the territoriality principle are too numerous, and too important, to be seen as mere exceptions. These exceptions must instead be recognized for what they really are: indicators that jurisdiction, as a jurisprudential concept, is not rooted in territoriality.
classified as hate speech in one jurisdiction, for example, while it may be classified as acceptable in another. Interviewed experts underscored this point by drawing a comparison between how the US and Germany treat hate speech.

In a 2012 Report, the UN Special Rapporteur on Freedom of Expression pointed to three different types of expression: (1) expression that constitutes an offense under international law and can be prosecuted criminally; (2) expression that is not criminally punishable but may justify a restriction and a civil suit; and (3) expression that does not give rise to criminal or civil sanctions, but still raises concerns in terms of tolerance, civility and respect for others. This remains a useful categorization, and as noted by the Special Rapporteur, these categories of expression pose different issues that call for different legal and policy responses.71 If these categories are not taken into consideration, distinctions between illegal content, content that is contrary to terms of service and objectionable content may become blurred. Such blurring must be avoided, especially given that, as affirmed by the UN Human Rights Committee, Article 19 of the International Covenant on Civil and Political Rights (ICCPR) protects the expression of opinions and ideas, even if some individuals may see them as deeply offensive.72

Drawing upon the aforementioned work, it may be possible to point to the following six types of expression:

<table>
<thead>
<tr>
<th>The six types of expression:</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Expression that constitutes an offense under international law and can be prosecuted criminally</td>
</tr>
<tr>
<td>2. Expression that constitutes an offense under national law and can be prosecuted criminally</td>
</tr>
<tr>
<td>3. Expression that is not criminally punishable but may be actionable under civil law</td>
</tr>
<tr>
<td>4. Expression that is not against applicable law, but violates relevant terms of service or other soft law</td>
</tr>
<tr>
<td>5. Expression that is neither against applicable law, nor relevant terms of service or other soft law, but seen by some as objectionable73</td>
</tr>
<tr>
<td>6. Expression that is entirely uncontentroversial</td>
</tr>
</tbody>
</table>

It may be tempting to view this structure as a form of ranking. Doing so, however, involves at least one inappropriate simplification: not all laws are made equal. It is often argued that laws should trump terms of service, because laws are the result of an established democratic process, whereas the terms of service are unilaterally imposed by profit-driven corporations. This reasoning does not lack merit, but if the superior position of laws is founded upon their democratic pedigree, what about laws that are not based on democratic processes? What is, for example, the proper relationship between terms of service and dictatorial laws aimed at suppressing democratic movements? This is an important topic that deserves further study.

---

73. This category is broad and covers e.g. offensive content as well as misinformation and content that can increase the risk that its audience will condone or commit violence against others.
2.4.2

Harmonization via company norms

Another notable overarching trend is the comparatively high degree of transnational harmonization through company norms, versus the fractured country-based norm setting and decision making. There is a considerable degree of harmonization across the norms (e.g., terms of use, terms of service) implemented by the major (US-based) internet platforms. This may be explained, in part, by the fact that these platforms are subject to the same legal requirements from various states. But such harmonization clearly goes beyond those legal requirements, which suggests that it must be understood as being in the platforms’ interest – even though the extent to which this harmonization may expand beyond dominant internet platforms remains to be seen.

The laws of different states, by contrast, are yet to reach a comparable degree of harmonization. Given how far-reaching cultural, economic, societal, and religious differences impact the fundamental laws of each state, such harmonization seems unlikely. Interviewed experts also drew attention to the cooperative spirit among the major internet platforms in pursuit of common goals, such as content moderation. As some interviewed experts noted, there is less of a cooperative spirit among states, aside from sectoral cooperation in the context, for example, of law enforcement. In fact, interviewed experts noted a clear trend of individualism among states, with each state prioritizing its own immediate interest over the interest of the global community.

It is also noteworthy that, in relation to some types of content, platforms have taken the lead in setting standards. The move against non-consensual distribution of sexually explicit media is one example of this (Chapter 3.1.4).

In an environment where standard creation is not the exclusive domain of nation states, these differences between harmonized company norms and fractured country-based norm setting may have long-term implications of strong relevance for cross-border legal challenges on the internet.

2.4.3

Judicial cross-fertilization – scalability, replication and imitation

The physical structure of the internet is coordinated to a large extent. Many aspects of the logical layer, such as the domain name sphere, are coordinated, as well. Yet both the literature and stakeholder input provided for this Report suggest that there is a lack of international coordination and cooperation on regulation of the internet more broadly.

A clear majority (68%) of surveyed experts ‘strongly disagreed’ or ‘disagreed’ that the existing tools of inter-state legal cooperation are effectively addressing online abuses. Only 2% ‘agreed’ or ‘strongly agreed’, while 30% responded that they ‘neither agreed nor disagreed’.

The responses highlighted consensus across regions and stakeholder groups, and several important comments from surveyed experts substantiate concerns held throughout the ecosystem. For example, one surveyed expert noted that tools alone cannot address online abuses, and that effective mitigation requires (1) an awareness of the available tools, and (2) the skills to use them. Furthermore, several surveyed experts stressed that although existing tools of inter-state legal cooperation may suffice for non-urgent matters, slow bureaucratic procedures are a bad fit with the rapid pace of the internet.

In their comments on the existing tools of inter-state legal cooperation, surveyed experts also emphasized the need for a multistakeholder approach (Chapter 1.10). For example, one comment noted that it is not only government that need to work together, but business and civil society, as well. At the same time, several surveyed experts commented that although there is still a long way to go, improvements are noticeable.

The lack of coordination is a direct, and perhaps natural, consequence of the fact that states enjoy sovereignty insofar as they have the capacity to make their own laws. Given that states take fundamentally different approaches to matters such as balancing human rights, protecting consumers and supporting business, it is not surprising to see problems in coordinating internet regulation. Further complicating efforts at coordination are fundamental differences in state attitudes toward the roles that democracy and religion should play in legal matters. The complexity of this situation will only increase as more developing states play bigger roles online. As previously noted, the international climate has also changed more broadly in recent years, as states move away from international collaborative efforts and common goals, and toward more inward-looking policies that prioritize the immediate interests of each state. To put it
simply, international distrust seems to be increasing. This broader political trend inevitably presents an additional hurdle for the effective coordination of internet regulation.

At the same time, it remains a fact that, due to the cross-border nature of the internet, the challenges faced online can only be addressed through international collaborative efforts and the pursuit of common goals; stakeholders simply cannot afford to not collaborate. An individual state neither can, nor should, control the internet or what is available online. For the moment, international multistakeholder dialogue remains the only alternative. However, there are numerous indicators that the world is not ready for a general international agreement to settle all matters of internet regulation. Such a giant leap is unfortunately unrealistic. Instead, progress will be achieved through many small steps, at least for now. States could increase efforts to identify uniting features and to iron out at least the most serious inconsistencies and clashes between domestic legal systems, in relation to both substantive and procedural law. In this context, interviewed experts noted that although harmonization may currently be impossible on some topics, greater harmonization seems both possible and valuable on other topics (e.g., data breach notification schemes).

Hints of the ‘small step’ progress discussed above can be seen in the emergence of global jurisprudence via judicial cross-fertilization. Simply put, courts and regulators are increasingly heeding, copying and imitating approaches taken by foreign courts. Examples of this are prominent in the data privacy field, where the EU’s GDPR (Chapter 3.1.6.1) is being widely copied and imitated.

As discussed in more detail below, judicial cross-fertilization is by no means occurring in an evenhanded manner. In many instances, the influence is unidirectional rather than mutual – typically from industrialized states to developing states.
More broadly, this judicial cross-fertilization acts as a ‘double-edged sword’. In cases where the approach adopted from another state works toward increased international harmonization, imitating that approach may obviously have a positive impact. But in cases where the approach adopted from another state is aggressive in nature, each adoption of that approach into a new legal system moves us further from solutions to the cross-border issues faced online. Not all approaches are scalable, either. Courts and other lawmakers should always bear this in mind, both when selecting how they approach a specific legal issue, and when deciding which, if any, approaches from foreign courts or lawmakers to adopt. Indeed, it is arguably reasonable to expect lawmakers in those countries that commonly influence policy and law developments globally to conduct what may be termed a ‘global south impact assessment’, assessing: (i) what impact their approaches will have in the global south, and (ii) what will happen if the global south adopts their approaches. In addition, courts and other lawmakers ought to bear in mind that the ultimate goal of international law is to help ensure the survival of the human species, with obvious sub-goals such as ensuring peaceful coexistence, environmental protection and upholding human rights. The internet can play an important role in helping to build international links and relations through cross-border communication and interaction. We must, therefore, avoid using the online environment as a new arena for international conflict. These goals must be integrated into any assessment of internet jurisdiction.

2.4.4 Rules are set for – and by – established large actors

An examination of the survey and interview results points to five factors that, together, make a range of actors – developing countries, smaller countries and smaller internet actors – feel disempowered:

1. There is a perception that, compared to developed countries, developing countries have less of a say in the approaches taken by the major internet actors;

2. There is a perception that, compared to major internet actors, smaller internet actors have less of a say in the approaches taken by the regulators;

3. There is a perception that both smaller internet actors and developing countries lack a voice in the international dialogue;

4. Extraterritoriality allows dominant states to impose their laws on the world, while smaller states lack the standing and means to enforce their laws even domestically; and

5. Legal approaches from developed countries are being replicated to such a degree that it impacts the sovereignty and self-determination of developing countries.

A concern raised by several interviewed and surveyed experts is that much of the discussion around how to tackle the cross-border internet issues centers around the largest internet companies – particularly US-based companies such as Google, Microsoft, Facebook, Apple, Amazon, Twitter and eBay. There are non-Western examples of this dynamic, as well; Chinese standards, for instance, are introduced as a de facto component of subsidized mobile and terrestrial broadband infrastructure projects in parts of Africa. This leads to a skewed perspective of the issues faced by the great majority of internet actors, which consists of smaller businesses and organizations. In fact, large actors may also be at a disadvantage in dialogues where they have a structure or business model that deviates from the more standardized structures of the major actors. For example, Wikipedia operates across borders and is available in different versions, like other major internet platforms. However, the various Wikipedia versions are language-based and independent from one another – which is distinctly different from the more standard approach of publishing different country versions of a platform. The implications of this structural difference are profound. In the context of content removal orders, for example, a court order to remove certain content will inevitably affect all users of the Wikipedia language version in question, and removal on one language version has no impact on what is available on another language version. Courts and regulators need to be alert to the legal implications of
### 02. Overarching Trends

**Overarching Trends**

"The under-representation of smaller internet actors and developing countries in crafting solutions requires both rethinking and restructuring."  

These type of structural differences. There are obvious and practical reasons for directing the most attention at the major internet platforms. Where governments wish to maximize impact, they naturally target companies with the greatest number of users. And the major internet companies have the resources to participate in discussions on matters of internet regulation. Yet, despite such practical justifications, the under-representation of smaller internet players remains an overarching meta-trend that ought to be addressed. Further, constructing solutions based on the regulation of the major technology companies may not be an effective way to address undesirable conduct by smaller actors operating under markedly different conditions.

Highlighting another meta-trend, many interviewed and surveyed experts from developing countries (and, to a degree, from smaller countries) perceived that they become aware of, and participate in, important policy and regulatory discussions only when many decisions have already been made. This is partially an issue of access to information and is discussed in more detail elsewhere in this Report (Chapter 2.2.4). There is a continuing need to work on solutions for soliciting and incorporating early input from all stakeholders. The under-representation of smaller internet actors and developing countries in crafting solutions requires both re-thinking and restructuring. Increased capacity building is one of the more obvious responses. There is also a power imbalance in the context of the extraterritorial application of laws. Some states have greater power to have their laws enforced in an extraterritorial manner, even in cases where the laws in question are identical, or near identical. This power imbalance – often between industrialized and developing countries – may become increasingly visible as more states adopt ‘rep localization’ requirements, discussed in Chapter 4.1.3.

---

### 2.5 New roles for intermediaries

**Without internet intermediaries such as search engines, auctioning platforms, video platforms and social media platforms, the internet would be considerably less useful, and considerably less user-friendly. Indeed, internet intermediaries play a central role in the operation of the online environment; they have in the past, they do so now, and they will continue to do so in the future.**

#### 2.5.1 Increasing responsibility bestowed on private operators

The exact roles and responsibilities of internet intermediaries are contested and controversial topics, and the subject of extensive and detailed work. The Stanford World Intermediary Liability Map, for example, is an online resource that provides internet platforms and others with information on online liability laws.  

The increasing responsibility bestowed on private operators – through laws that make internet platforms the gatekeepers of content, as well as the voluntary assumption of responsibility – has occurred in numerous fields. This trend is particularly discernable in certain fields and has evolved particularly far in the context of terrorism, extremism and hate speech – fields in which some laws demand fast response times in content blocking. For example, on December 19, 2018, Facebook announced that it had banned 425 pages, 17 groups, 135 Facebook accounts and 15 Instagram accounts for engaging in coordinated inauthentic behavior linked to the situation in Myanmar.  

The banned accounts were sharing anti-Rohingya messages – the same kind of messages that

---


have fueled a broader genocide in Myanmar. The ability for Facebook to remove pages that do not comply with its terms of service was confirmed by the US District Court in a recent First Amendment case brought by a Russian plaintiff (the Federal Agency of News). As far as extremism and hate speech are concerned, one of the most widely noted frameworks is the May 2019 Christchurch Call. Another noteworthy instrument, one specifically aimed at increasing the responsibility bestowed on private operators, is the 2016 Code of conduct on countering illegal hate speech online presented by the EU Commission, together with Facebook, Microsoft, Twitter and YouTube. Under this arrangement, the mentioned IT companies undertake to:

- Have in place clear and effective processes to review notifications regarding illegal hate speech on their services so they can remove or disable access to such content.
- Have in place Rules or Community Guidelines clarifying that they prohibit the promotion of incitement to violence and hateful conduct.
- Upon receipt of a valid removal notification, review such requests against their rules and community guidelines and, where necessary, national laws transposing the Framework Decision 2008/913/JHA, with dedicated teams reviewing requests.
- Review the majority of valid notifications for removal of illegal hate speech in less than 24 hours and remove or disable access to such content, if necessary.

The cross-border implications are obvious.

### 2.5.2 (In)Voluntary gatekeepers

The role of – and possible protection for – internet intermediaries is often approached from extremist points of view. Some seek to impose an uncompromising free speech regime, under which internet intermediaries impose no restrictions on what internet users upload. Others see internet intermediaries as little more than useful tools for government control of internet content and activities. Such extreme views are ultimately unhelpful, and we need to strive for an appropriate balance. Historically, Western countries have viewed internet intermediaries as crucial for the development of the internet, and have therefore afforded them extensive protection – for example, in the form of the well-known §230 of the Communications Decency Act of 1996 and through Articles 12-15 of the EU’s E-Commerce Directive. Both of these instruments provide internet intermediaries with protection against liability in certain circumstances. But this attitude seems to be changing. In focusing on cross-border legal challenges on the internet in relation to internet intermediaries, at least five key issues must be addressed as a matter of urgency:

1. The need to minimize, or preferably eliminate, situations where internet intermediaries risk violating one state’s law by complying with another state’s law;
2. The need to clarify the extent to which internet intermediaries – as private actors – may assume the role of fulfilling quasi-judicial functions (either voluntarily or involuntarily);
3. The need to clarify a framework for how internet intermediaries should determine the geographical scope of jurisdiction (Chapter 4.1.7) when they block or remove content;
4. The need to ensure that the law provides the clearest possible guidance as to what is expected of the internet intermediaries; and
5. The need for clear distinctions between situations where internet intermediaries are viewed as publishers and where they are seen as neutral platforms.

Situations where a party risks violating one state’s law by complying with another state’s law are referred to as ‘true’ conflicts of laws. There is widespread recognition that they benefit no one and should be avoided. The problem is finding a way to do so in a climate where states are rarely willing to compromise on the applicability of their laws.

A potential model can be found in Australia’s Privacy Act. Section 6A limits the extraterritorial effect of the Act by providing that: “[a]n act or practice
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does not breach an Australian Privacy Principle if: (a) the act is done, or the practice is engaged in, outside Australia and the external Territories, and (b) the act or practice is required by an applicable law of a foreign country. The duties-focused definition of conflicts of laws only describes part of the problem. There are also so-called ‘false’ conflicts of laws. These occur when a person subject to two or more laws can comply with all the applicable laws, which can be the case if one law is more flexible than the other, or if one law gives a right and the other imposes an opposing duty.

In the context of internet intermediaries, the importance of such ‘false’ conflicts of laws may have been underappreciated. The correlative relationship between rights and duties, familiar to us from domestic law, does not exist in the cross-border environment; rights provided under one state’s legal system may not necessarily create corresponding duties under another legal system. To assess whether two (or more) laws are in conflict, we need to account for both the duties and the rights for which those laws provide. In other words, even where duties do not clash, but the rights of one country clash with the duties of another state, we need to carefully evaluate to which law priority is given. In an international context, there are no overarching legal reasons for an internet intermediary to automatically prioritize duties imposed by one state over the rights afforded by other states. On a practical level, however, internet intermediaries may seek to avoid penalties by abiding by the duties imposed by one state rather than pursuing the rights afforded under the law of other states, unless they receive safeguards. This leads to a risk of over-blocking and a race to the bottom.

Internet intermediaries fulfill quasi-judicial functions in a variety of contexts. Sometimes this happens voluntarily, and sometimes this role is forced upon them. Examples of the former include actions such as the removal of child abuse material. On October 24, 2018, for example, Facebook announced that it had removed 8.7 million child abuse images in the previous three months, using previously undisclosed software that helps flag potential child abuse material for its reviewers.

An observation made by one interview expert is particularly pertinent in this context. Perhaps due to the company structure commonly adopted by major US internet platforms, and perhaps out of convenience, decisions relating to content blocking and takedowns are often implemented on a regional, rather than national basis in some parts of the world. For example, if one country in the Middle East orders content to be blocked or taken down due to blasphemy laws, that content is frequently blocked or removed for the entire region even though the content in question may well be lawful in some countries in the region. There are many examples of internet intermediaries being forced to assume a quasi-judicial function. For example, on December 6, 2018, Ugandan internet service providers (ISPs) started implementing a directive of the Uganda Communications Commission (UCC) to block access to websites with adult content; examples from China, Indonesia, Korea, Russia, Turkey as well as Australia and the EU are mentioned later in the Report.

In these situations, internet intermediaries become the censors and gatekeepers of speech—a role for which they are typically ill suited. It is questionable whether society should assign such a crucial role to private entities. Some may point to the fact that newspapers, radio and TV broadcasters have long acted as censors in deciding what content to make available. But the role of the internet intermediary is so fundamentally different that one cannot, and should not, draw such a comparison. A common argument holds that internet intermediaries are more like the postal service, passively distributing other people’s content without interference. Yet, such analogies may only serve as a distraction, rather than providing a useful tool for discussion. The reality is that no intermediaries in history have had to manage the volume of user-generated content that internet intermediaries do today.

The role of internet intermediaries must therefore be approached with fresh eyes, free from preconceived notions based on comparisons with the roles of offline intermediaries. Expectations of internet intermediaries only serve to complicate the situation. While most people would expect internet intermediaries to abide by the law of their respective countries, they would probably not want them to abide by all laws of all other countries in the
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80. Privacy Act 1988 (Cth), s 6A(4).
world. In the end, such compliance would force internet intermediaries to prioritize the most restrictive laws from all the countries in the world. Such a ‘race to the bottom’ is certainly an unhealthy direction for the internet. And if this is undesired, there is a need to consider whether a globally active internet intermediary can ever be excused for not complying with all the laws around the world that claim to apply to its conduct. If stakeholders answer that question in the affirmative, how should a globally active internet intermediary decide which laws to abide by? These are, to a degree, novel questions in international law.

Without clear guidance from the law, internet intermediaries may be tasked with deciding the legality of certain content. In such a situation, one could argue that internet intermediaries are set up to fail due to the vagueness of the laws they must apply. It may also be noted, in this context, that internet intermediaries are tasked with fulfilling such quasi-judicial functions at a fast pace. While the judiciary may take months or even years to reach a decision on a certain matter, internet intermediaries may be required to decide the same matter in minutes given the volume of decisions it needs to make.

Because it may be difficult to identify and bring to justice the party responsible for specific online activities, litigants and regulators may be tempted to target the internet intermediary used for those activities, instead. Justice Fenlon made this point very clearly in the aforementioned Canadian Equustek case, stating: “Google is an innocent bystander but it is unwittingly facilitating the defendants’ ongoing breaches of this Court’s orders. There is no other practical way for the defendants’ website sales to be stopped.” Justice Fenlon’s message is clear: where the legal system fails, internet intermediaries can expect to become the scapegoats of choice.

There is also a long-standing issue of distinguishing between internet intermediaries as publishers and internet intermediaries as neutral platforms. Obviously, protections for neutral platforms may not extend to situations where internet intermediaries act as publishers. This crucial neutrality is undermined when platforms are required to promote specific narratives, as was the case in the 2016 European Union Code of Conduct on countering illegal hate speech online (Chapter 3.1.1). In this context, it has been noted that: “While the promotion of counter-narratives may be attractive in the face of ‘extremist’ or ‘terrorist’ content, pressure for such approaches runs the risk of transforming platforms into carriers of propaganda well beyond established areas of legitimate concern.”

One interviewed expert considered that through mergers, acquisitions and growth, many intermediaries are changing functions to the extent that within the same company, there may be an advertiser, brand holder, registrar and publisher, and that this creates an interesting tension. Another interviewed expert commented that intermediaries are faced with many different jurisdictions and associated rules that pose a significant challenge – not only for their compliance with those rules, but for communicating how they apply those rules.

Yet, another interviewed expert saw this aspect as leading to the vesting of significant power in those companies to implement solutions. That is, if these companies implement localized solutions on certain issues, it may lead to a more fragmented internet with different rules that apply in different places. This expert was concerned about the lack of ability for smaller players, including businesses and small countries, to influence the larger intermediaries in the implementation of policies. Indeed, as one interviewed expert stressed, this issue also extends to mid-level powers who enact policies that large platforms largely ignore, unless they fit with the current approaches of the biggest countries. There are also cases where social media platforms are used by governments to force their values onto persons in other states. For example, Chinese-owned social media app TikTok now bans pro-LGBT content even in countries where homosexuality has never been illegal. Such actions have far-reaching consequences. At the minimum, it likely undermines the popularity of the affected social media.

One final observation may be appropriate. In all this we must realize that as governments divert responsibilities and decision making to the online platforms, making them the Internet’s gatekeepers, governments are also transferring power to these platforms. This may undermine accountability, transparency and ultimately, justice.

---


85. Equustek Solutions Inc. v. Jack, 2014 BCSC 1063, para 156. In addition, Fenlon J’s assertion that there is no other practical way for the defendants’ website sales to be stopped seems misguided, as e.g. also the relevant defendant’s payment channels could have been targeted.


2.5.3

Appeals and recourse become key issues

When a court or an authority decides a matter, it is typically possible to appeal the decision, and to gain an insight into the reasoning that led to the decision. Such a transparent appeals mechanism is currently lacking in situations where a private actor acts as the decision maker. This is a serious consideration in a context where private operators have increased responsibility to act as filters of speech.

Having said this, it should of course be acknowledged that any decision made by an internet intermediary may be challenged before the courts. This may provide some comfort. However, such a process is typically not an efficient response to perceived injustices and may often involve complex jurisdictional questions.

As one interviewed expert noted, the lack of grievance resolution mechanisms and the need for transparency among platforms are being discussed as part of the UN Internet Governance Forum’s Dynamic Coalition on Platform Responsibility. This expert noted that the UN Special Rapporteur on the Promotion and Protection of the Right to Freedom of Opinion and Expression (Special Rapporteur on FOE) also recommended, in a 2018 Thematic Report to the United Nations Human Rights Council, that companies improve their transparency and accountability in content regulation.

It should be noted that many of the larger internet companies issue transparency reports. But as observed by one interviewed expert, while those reports include aggregate numbers of content takedowns, they do not currently provide nuanced details about how decisions are being made.

On the topic of transparency, one interviewed expert said that companies have not successfully found a way to communicate the details of their internal procedures and how they apply different rules. This failure has provoked a normative backlash by governments, particularly in the context of hate speech and fake news.

The issue of accountability is receiving more attention, as well. The Institute for Accountability in the Digital Age (I4ADA), for example, was founded with the mission to ensure that online breaches of norms and values do not undermine the internet’s potential to increase access to knowledge, spread global tolerance and understanding, and promote sustainable prosperity.

To that end, I4ADA is working on a set of principles – the Hague Global Principles for Accountability in the Digital Age – with significant implications for the cross-border legal challenges on the internet.

Concerns regarding jurisdictional tensions in cyberspace are widespread as the cross-border nature of the internet conflicts with the patchwork of territorially bound national laws. The high degree of legal uncertainty increases the cost of doing business and creates challenges for governments seeking to protect their citizens and ensure respect for their laws. It may also prevent internet users from accessing as broad a range of content, as they otherwise could, and raises civil society concerns that abuses are not properly addressed, or that attempted solutions will harm users. Addressing these concerns is a matter of urgency.

To understand the details and full complexity of cross-border legal challenges on the internet, it is useful to map out the major trends within the topics that are most relevant to the Internet & Jurisdiction Policy Network’s stakeholder groups. To this end, this Chapter aims to highlight a selection of particularly significant ‘trends’ within topics ranging from data privacy to taxation, and from the Internet of Things to cybercrime. These diverse topics have been grouped into three broader categories:

1. Expression
2. Security
3. Economy

While this approach should aid the clarity of the presentation, some topics may fit into more than one category. There are also obvious points of connection and indeed overlap across these categories. For example, economic interdependence among states remains a check on aggressive behavior,93 which highlights the link between security and economy. Within each of the discussed topics, more detailed attention is given to particularly important trends as identified through the survey results, interviews and extensive desk research, including an analysis of the Internet & Jurisdiction Policy Network’s wide-ranging collection of relevant trends and developments available in the I&J Retrospect Database.94 These sources have also made it possible to briefly outline other significant trends within each topic area. The goal is to be comprehensive without necessarily being exhaustive. While it is, therefore, obvious that additional trends could have been incorporated,95 the working goal has been to ensure a high probability that the Internet & Jurisdiction Policy Network’s stakeholders agree that all included trends are of significance.

---

95. There are some major jurisdictional trends left out in this section that are likely to gain much more attention within a foreseeable future. For example, one surveyed expert brought attention to the jurisdictional dimension of the environmental costs that technological growth incurs (for one example see Chapter 3.3.5). And as pointed out by one interviewed expert, another such matter is found in that there is an increasing concern about digital labor issues. For example, persons employed to assess take-down request are becoming an integral part of the internet infrastructure doing menial tasks that greatly impact freedom of expression. Cross-border issues arise where such tasks are allocated to foreign workers, and questions have arisen as to the degree of support afforded to such workers who often are exposed to highly disturbing and offensive content. Issues such as this are important but have not been included in this year’s Report.
3.1 Expression

The first category of major topical trends concerns expression. Recent discussions around the intersection of internet, jurisdiction and expression have focused on concerns about hate speech, extremism and fake news, as well as the widespread reform of data privacy regimes around the world. Increasingly, broad claims pervade these discussions, and there is a growing appetite amongst regulators to re-examine the roles, and responsibilities, of internet intermediaries.

Encouraging and facilitating cross-border expression has been a driving force behind much of the internet’s development, both in physical (e.g., hardware) and non-physical (e.g., content platforms) dimensions. As many critical early developments originated in the US, the American perspective on freedom of speech – most prominently articulated in the First Amendment to the US Constitution – has colored much of the early discourse and guiding principles.\(^{96}\)

While weaker today due to the strong proliferation of internet usage outside the US – where, for example, more than 80% of Facebook’s users now reside – the encouragement and facilitation of freedom of expression, including cross-border expression, remains a valued cornerstone of the internet in large parts of the world. In recognition of this, the UN has stressed that the right to freedom of expression on the internet is an issue of increasing importance.\(^{97}\)


Freedom of expression is a fundamental human right – both offline and online – and it is protected in several international human rights instruments, as well as in the domestic law of many states. However, freedom of expression is one of several fundamental human rights and must be viewed as part of a system of rights that sometimes have to be reconciled, or balanced. This is highlighted in works such as the Council of Europe’s Guide to Human Rights for Internet Users, adopted in April 2014. The Guide outlines the basic framework of principles to protect the fundamental human rights guaranteed by the European Convention on Human Rights for all internet users.

Among the many states that value freedom of expression, there is a great diversity as to when they see it as appropriate to have other, competing, rights counterbalance freedom of expression. The Yahoo! France case, dating back to the year 2000, is the most illustrative and foundational internet jurisdiction dispute to date. While the Yahoo! case involved a transatlantic dispute, the difference in attitudes toward freedom of expression vary even more greatly on a global level. It must be emphasized


that the challenges of upholding freedom of expression online vary, in both degree and nature, across countries and regions. As some surveyed and interviewed experts pointed out, this varies, in part, according to different distinctions between religious and political power. The Pakistan Telecommunication Authority (PTA), for example, announced in October 2017 that it would form a high-level committee to monitor and block blasphemous content online.102 The content of concern to the PTA is perfectly legal in most parts of the world, and may indeed be protected speech in many states. The question, then, is to what extent laws such as Pakistan’s religious laws can and should influence the availability of such content online.

Similar questions of one state’s speech restrictions influencing the availability of content in other states arise, for example, around the EU’s ‘right to de-referencing’ (Chapter 3.1.6.2), US copyright law (Chapter 3.3.1.2), or Chinese restrictions on images of Winnie the Pooh.103

Addressing these questions is a necessity and must be a political priority worldwide. A 2018 report from Freedom House notes that political rights and civil liberties around the world deteriorated to their lowest point in more than a decade in 2017, and that only 39% of the world’s population live in countries that the study classifies as ‘free’.104 As the late journalist Jamal Khashoggi noted in his very last column:

“Arab governments have been given free rein to continue silencing the media at an increasing rate. There was a time when journalists believed the internet would liberate information from the censorship and control associated with print media. But these governments, whose very existence relies on the control of information, have aggressively blocked the internet. They have also arrested local reporters and pressured advertisers to harm the revenue of specific publications.”105

The same may be said about other regions, and as emphasized by one surveyed expert, there can be no doubt that laws, policies and various cooperative measures may either empower or hurt cross-border journalism.

Realizing just how different the freedom of expression situation is around the world is a necessary first step toward protecting cross-border internet expression. It should be noted that even within comparatively homogeneous legal blocks, such as the EU, there are considerable differences when it comes to freedom of expression.106 There may also be differences of opinion within a state, as evidenced by recent federal challenges to California’s net neutrality law.107

This diversity across states has far-reaching implications. On its most basic level, it means that any speech-related matter where the court in one state claims jurisdiction to adjudicate for another, represents that state’s approach being prioritized over the values of the other state. Even where this is justified by referencing procedural efficiency, it still undermines fairness and due process, and may in fact have negative implications on international relations. Interview and survey responses highlighted concerns about the risk of a ‘race to the bottom’. There is a real possibility that countries with the most restrictive views will impose those views on the rest of the world, leading to a global set of restrictions that are incompatible with the freedom of expression rights in other countries. At the same time, partially due to the rise of artificial intelligence, the internet risks being flooded with undesirable online content such as hate speech, bullying and deep fakes to the extent that its value as a communications medium is undermined. Such a ‘junkification of the internet’ would be highly destructive and must be avoided.

In discussing freedom of expression, it must also be noted that restrictions

---


106. In fact, Art. 1(2)(g) of the Rome II Regulation (Regulation (EC) No. 864/2007 of the European Parliament and of the Council of 11 July 2007 on the law applicable to non-contractual obligations) that determines the applicable law in non-contractual obligations excludes such obligations ‘arising out of violations of privacy and rights relating to personality, including defamation’ from that Regulation. This exclusion is a direct result of the considerable differences that exist in the balancing between freedom of expression and the right to reputation amongst the Member States of the European Union.

that are generally appropriate may be inappropriate for particular actors. Libraries, for example, may be tasked with archiving and preserving materials – for research and education purposes as well as for ensuring accurate historic records – that generally may not be communicated. In this context, one expert noted that a common theme is the fact that while the internet has enabled many of the activities that libraries themselves have long looked to promote, internet regulation and corporate practice can restrict them. The jurisdictional dimension is obvious. Through holding materials that are accessed across borders, and by facilitating users accessing materials held elsewhere, libraries are exposed to complex cross-border legal issues that they may not be well placed to deal with. A key challenge is to ensure that in any decision-making about whether and how to control information flows, the impacts on users around the world is taken into account.

### 3.1.1 Extremism, terrorism and hate speech

The regulation of extremism and hate speech is particularly complex in cross-border situations. First, there is no worldwide agreement as to what amounts to hate speech or extremism. Further, as the saying goes, one man’s freedom fighter is another man’s terrorist. Therefore, there can be no general agreement around what amounts to the promotion of terrorism. Practical complications of jurisdiction and enforcement also arise where content is created and uploaded in one state, hosted in a second state and accessed in a third, as often is the case with these types of content. The aforementioned Yahoo! France case is illustrative in this context. It involved a US company, Yahoo!, operating a website that, among other things, contained an auction service hosting materials that are accessed across borders, and by facilitating users accessing materials held elsewhere, libraries are exposed to complex cross-border legal issues that they may not be well placed to deal with. A key challenge is to ensure that in any decision-making about whether and how to control information flows, the impacts on users around the world is taken into account.

The aforementioned Yahoo! France case is illustrative in this context. It involved a US company, Yahoo!, operating a website that, among other things, contained an auction service where Nazi material was on offer. Making such material available for sale was legal in the US, but contrary to the French penal code. Following a complaint by two French organizations, a French court ruled against Yahoo! and issued a civil law injunction based on the French Code of Civil Procedure. Following a complaint by two French organizations, a French court ruled against Yahoo! and issued a civil law injunction based on the French Code of Civil Procedure. However, a US court subsequently granted Yahoo! a summary judgment to the effect that US courts would not enforce the French decision.

Although it is a longstanding issue, the fundamental clash of attitudes apparent in the French Yahoo! case has slowed progress on the regulation of cross-border extremism and hate speech. There are suggestions that the promotion of extremism, terrorism and hate speech is on the rise online, and the internet has indeed proven to be a fertile ground for the distribution of such content. Some surveyed and interviewed experts indicated that ‘hate activities’ are increasing in general, and that what happens offline typically is mirrored online.

Other surveyed and interviewed experts suggested that issues such as hate speech and fake news may not necessarily be increasing, and that there is only more discussion about them. This, together with increased transparency, may result in overestimating the increase, or even an increase in ‘anxiety and hysteria’ around these issues. One interviewed expert also noted that there is a divide between what politicians say about hate speech on the one hand, and actual legislative initiatives on the other. This is an important point, as political calls for stricter laws in response to tragic events, such as terrorist acts, commonly neglect the fact that it is those same politicians that are entrusted to enact such laws whom have failed to do so.

Nevertheless, some states have taken various steps to fight the distribution of extremism and hate speech, with several passing laws specifically on the topic. Germany’s Enforcement on Social Networks Law of 2017 (or Netzwerkdurchsetzungsgesetz, NetzDG), has gained considerable attention and requires social networks to remove hate speech or criminal content and to report on the number of illegal content complaints received. Facebook was subsequently fined by Germany for underreporting its illegal content complaints.

A similar law was passed by France in July 2019, requiring platforms to remove ‘obviously hateful’ content within 24 hours. And on July 13, 2018, Zambia’s Communication Minister announced that the government will pass a new law requiring platforms to remove hate speech within 24 hours.

---


ment would introduce laws to regulate social media use in order to fight against hate speech, identity theft and pornographic content. The Minister stated the laws would enter into force in 2019. These are merely three examples of a broader trend unfolding in both developing and developed countries. In 2019, Australia amended the Criminal Code specifically targeting the sharing of abhorrent violent material. A particular challenge in drafting such laws, is ensuring that appropriate exemptions are included, for example, for research purposes.

There are also initiatives directed specifically at terrorism-related content. For example, on February 6, 2017, the Israeli Minister of Justice claimed that the government’s efforts in combating the spread of terrorist content were finally bearing fruit; internet platforms had partially or fully complied with 1,400 content removal requests since 2016. The Minister also proposed introducing legislation that would impose heavy fines on platforms that fail to remove content inciting violence.

In February 2019, the United Kingdom passed the Counter-Terrorism and Border Security Act 2019, which (among other regulations) criminalizes viewing or otherwise accessing online content likely to be useful in preparing a terrorist act. However, exceptions are made for journalistic and academic activities, as well as people having no knowledge of, or reason to believe, that the materials would contain such content. Furthermore, one surveyed expert brought attention to how in June 2019, the OSCE Representative on Freedom of the Media issued a review of the Albania’s draft Law on Audiovisual Media and the Law of Electronic Communications, addressing (among other things) the proposed measures addressing online content inspiring terrorist acts and the potential impacts on freedom of expression and related concerns. The office of the Representative was part of a larger consultation between the Representative’s office and the Albanian government. The Representative carries out other work in this area - for instance, organizing the 2019 Central Asia Judicial Dialogue on protecting freedom of expression when combating violent extremism - including extremist content online.

Furthermore, in September 2018, the EU proposed new rules to address online terrorist content. This proposal is noteworthy in that it imposes strict time limits for the removal of terrorist content. The proposal also includes a framework for strengthened cooperation across hosting service providers, Member States and Europol. Within that framework, service providers must designate points of contact, that are available at any time, to follow up on removal orders and referrals. On December 6, 2018, the EU Council adopted its negotiating position on the European Commission’s proposal for a regulation against terrorist content online. The position endorses the requirement for cloud providers and internet platform providers to delete terrorist content within an hour, upon receiving orders from law enforcement authorities. In addition, it states that the platforms shall apply certain duties of care to prevent the dissemination of terrorist content on their services, and take proactive measures to address the reappearance of content that had previously been removed. On December 11, 2018, three

115. For the Australian Act, see for instance s.474.37(1)(d) of the Criminal Code Act 1995 that provides for access to such material for research purposes.
UN Special Rapporteurs published a joint Report on the proposal, raising a number of human rights concerns over the definition of ‘terrorist content’, as well as Article 4 (on removal orders), Article 5 (on referrals for voluntary considerations) and Article 6 (on proactive measures). The European Parliament approved the proposal in April 2019. Several international human rights instruments regulate extremist content, hate speech and the promotion of terrorism, as well. The International Covenant on Civil and Political Rights (ICCPR), for example, makes clear that: “Any advocacy of national, racial or religious hatred that constitutes incitement to discrimination, hostility or violence shall be prohibited by law.”

The International Convention on the Elimination of All Forms of Racial Discrimination specifically addresses hate speech, as well.

Apart from what has been discussed above, and the steady flow of academic works, there are also numerous non-legislative initiatives that should be noted, including:

On 23 September 2019 a group of independent UN experts published an open letter calling on States and social media firms to take action to curb the spread of hate speech.

On 18 September 2019, the US Senate Committee on Commerce, Science, and Transportation held a hearing titled ‘Mass Violence, Extremism, and Digital Responsibility’ At the hearing, representatives from Facebook, Google and Twitter were asked questions relating to how they address such content.

There were reports in August 2019 that the OECD would support efforts by Australia and New Zealand to tackle extremist speech online with proposed measures to include requiring platforms to report on the removal of extremist content.

As a reaction to the terrorist attack in Christchurch in March 2019, New Zealand Prime Minister, Jacinda Ardern, and French President, Emmanuel Macron brought together Heads of State and Government and leaders from the tech sector to adopt the Christchurch Call on 15 May 2019. Other initiatives stemming from the posting of videos of the Christchurch shootings include Australian telecommunications companies proactively blocking access to websites hosting the terror video in the days following the attack and Amazon-owned gaming platform Twitch suing users for posting the content online.

---


126. United Nations, General Assembly. (1966). International Covenant on Civil and Political Rights. Treaty Series, 999, 171, Article 20(2). In ratifying the ICCPR, some states (including the US) have, however, attached reservations to Article 20.


128. For example, in September 2019, the George Washington University Program on Extremism released three new papers on Online Violent Extremism. Retrieved from https://www.hsi.org/three-new-papers-online-violent-extremism/


132. Other initiatives stemming from the posting of videos of the Christchurch shootings include Australian telecommunications companies proactively blocking access to websites hosting the terror video in the days following the attack and Amazon-owned gaming platform Twitch suing users for posting the content online.


The **G20** meeting in Osaka in 2019 produced a Leaders’ Statement On Preventing Exploitation Of The Internet For Terrorism And Violent Extremism Conducive To Terrorism.\(^1\)

The **Dangerous Speech Project** has published a detailed practical guide defining Dangerous Speech, explaining how to determine which messages are dangerous, and illustrating why the concept is useful for preventing violence.\(^2\)

In October 2018, the US Department of Justice launched a new hate crimes website.\(^3\)

In September 2018, Twitter launched a consultation seeking input on its proposed amendment to the Twitter Rules (the Rules) to address dehumanization.\(^4\)

The work of the **Global Counterterrorism Forum** includes the online environment and it has produced tools such as the **September 2018 Policy Toolkit on the Zurich-London Recommendations on Preventing and Countering Violent Extremism and Terrorism Online**.\(^5\)

In June 2018, the **European Court of Human Rights** issued a non-binding fact sheet regarding hate speech.\(^6\)

On January 3, 2018, it was reported that the Ministry of Information and Communications Technology of **Indonesia** was launching an automated internet moderation system to detect and restrict access to extremist and adult content, as announced in November 2017. The launch of the system coincides with the creation of the Indonesian National Cyber and Encryption Agency (BSSN), which is tasked with combating extremist content and misinformation online.\(^7\)

There are other bilateral and multilateral statements of commitments to address the criminal and extremist use of the internet, including the **French-British Action Plan on internet Security (2017)**,\(^8\) **Five Country Ministerial Statement on Countering Illicit Use of Online Spaces (2018)**\(^9\) and G7 Security Minister’s Commitment Statement (2018), which refers to the prevention of violent extremism and terrorist use of the internet.\(^10\) In April 2019, the **G7** released an Outcomes Document on Combating the Use of the Internet for Violent and Extremism purposes and called for internet companies to take more proactive measures against the uploading of terrorist and violent content.\(^11\)

---


In 2017, the **Global Internet Forum to Counter Terrorism** was formed by Facebook, Microsoft, Twitter, and YouTube to formalize and structure how these companies work together to curtail the spread of terrorism and violent extremism. A key facility is the shared industry hash database through which the companies can create ‘digital fingerprints’ for terrorist content and share it with participating companies. The sharing network has expanded, with several additional companies joining the work.

The **June 2017** Statement by the heads of the member states of the **Shanghai Cooperation Organisation** on joint counteraction to international terrorism emphasized “the need for collective measures to counteract the dissemination of the ideology of terrorism and extremism, including the prevention and curtailment of terrorist and extremist propaganda, incitement to terrorism and extremism, as well as recruitment, including recruitment via the internet.” This statement must be read in the context of the Shanghai Convention on Combating Terrorism, Separatism and Extremism.

In 2016, Facebook, Microsoft, Twitter, and YouTube, agreed to a Code of conduct on countering illegal hate speech online presented by the **EU Commission**. Additional parties joined the arrangement in 2019.

**UNESCO** published a report titled **Countering Online Hate Speech** in 2015. Additional parties joined the arrangement in 2019.

In 2015, freedom of expression group **ARTICLE19** published a ‘toolkit’ providing guidance to help explain and effectively counter hate speech, while protecting the rights to freedom of expression and equality. ARTICLE19 also published a particularly relevant report in 2018.

In 2015, **Jordan** launched the Aqaba meetings which are a series of international meetings to bolster security and military cooperation, coordination and exchange of expertise among regional and international partners to counter terrorism within a holistic approach.

In 2015, **Jordan** launched the Aqaba meetings which are a series of international meetings to bolster security and military cooperation, coordination and exchange of expertise among regional and international partners to counter terrorism within a holistic approach.

In 2013, the **Australian Human Rights Commission** published its Background paper: Human rights in cyberspace. And on 30 June 2019, the Australian Taskforce to combat terrorist and extreme violent material online published a **Report**.

Following a series of expert workshops organized by the Office of the High Commissioner for Human Rights (OHCHR), the Rabat Plan of Action on the prohibition of advocacy of national, racial or religious hatred that constitutes incitement to discrimination, hostility or violence was adopted in 2012.


157. The Rabat Plan of Action on the prohibition of advocacy of national, racial or religious hatred that constitutes incitement to discrimination, hostility or violence, A/HRC/22/17/Add.4, Appendix, adopted 5 October 2012.
The Council of Europe issued a General Policy Recommendation on Combating the Dissemination of Racist, Xenophobic and Anti-Semitic Material via the internet in 2000\textsuperscript{158} and in 2003, it issued an additional protocol to the Convention on Cybercrime that addresses online expression of racism and xenophobia.\textsuperscript{159}

An initiative of the UN Counter-Terrorism Committee Executive Directorate, ‘Tech Against Terrorism’, aims to support the technology industry, including smaller technology companies, in combatting terrorist exploitation of the internet. It has launched a ‘Knowledge Sharing Platform’ to help smaller technology companies promote the sharing of good practices that strengthen responses in this area.\textsuperscript{160} Note also the UN’s 2016 Plan of Action to Prevent Violent Extremism.\textsuperscript{161}

The not for profit Southern Poverty Law Center monitors and reports on hate groups and sites in the US.\textsuperscript{162}

There are also various UN Security Council Resolutions that seek to address the use of the internet for terrorist purposes.\textsuperscript{163}

3.1.2 Defamation

Cross-border internet defamation disputes have a relatively long history of prominence in legal discussions, dating back to the well-known case of Dow Jones v Gutnick in 2002 – a dispute between an Australian businessman and a US-based publisher.\textsuperscript{164} The cost of litigation keeps the number of cross-border internet defamation disputes low,\textsuperscript{165} and the topic now receives less attention in academic literature and policy discussions. Indeed, defamation issues were infrequently raised in interviews and survey results. Nevertheless, as noted by one interviewed expert, anecdotal evidence suggests that people are more inclined to criticize other persons, companies and views online, and may resort to lies and exaggerations in their reputational attacks. And as in many other legal fields, litigants often pursue internet intermediaries in defamation cases, adding to jurisdictional complexity. For example, on December 6, 2017, the First Chamber of the Mexican Supreme Court of Justice of the Nation confirmed that Mexican courts have jurisdiction over Google, as the internet platform’s actions have implications for Mexican citizens’ rights.\textsuperscript{166} The platform had argued that the Mexican courts lacked jurisdiction over US-based Google by filing a writ of amparo,\textsuperscript{167} which allows physical or moral persons to seek remedy for


\textsuperscript{164}Dow Jones and Company Inc v Gutnick [2002] HCA 56.

\textsuperscript{165}There are, however, still prominent cases being litigated at the highest levels. See e.g. Haaretz v Goldhar, 2018 SCC 29, [2018] 2 S.C.R. 3.


the protection of rights not protected specifically, but generally enshrined, in the Constitution of Mexico. The First Chamber of the Supreme Court rejected this argument by citing the pro persona principle, under which the imperative to protect Mexicans’ fundamental rights has priority over other jurisdictional principles. However, it did not pronounce itself on the merits of the appeal itself. Google had filed an appeal in a case heard in the Eighth Civil Court of Mexico City, where the defendant, Morales, sued Google for refusing to remove a defamatory blog hosted on Google’s Blogger.com platform. Following the First Chamber Supreme Court’s rejection of its writ of amparo, Google Mexico indicated that it had withdrawn its appeal, therefore avoiding a Supreme Court ruling on the general jurisdictional scope of Mexican courts against Google.

Apart from the type of jurisdictional issues that arose in the Mexican case, online defamation has an international dimension stemming from the fact that the right of reputation is protected in various international human rights instruments and is often seen as conflicting with the right of freedom of expression. In fact, several international human rights instruments specifically stress that freedom of expression is subject to restrictions designed to protect the reputations of others.

While the overall attention directed at online defamation has decreased, new ‘twists’ on classical defamation issues still arise, such as the question of whether auto-completed search terms may amount to defamation – an issue that has been before the courts in Japan, Australia, Hong Kong SAR, and Germany. Issues of scale also arise, for example, when an original publication is republished through retweeting. A publication that originally only reached a small group of people may, through online republication, suddenly have a global reach and connect to a large number of countries. In such situations, the original publisher may end up exposed to a much larger legal risk than what could have reasonably been predicted. Observations of the potential reach of publications online were also made by the European Court of Human Rights in an unsuccessful application by Delfi, an Estonian online news outlet, where the Court found Delfi liable for defamatory comments posted by users on an online article.
Some noteworthy developments and initiatives include:

In **August 2019**, the **Institute of International Law** published its Resolution concerning injuries to Rights of Personality Through the Use of the Internet: Jurisdiction, Applicable Law and Recognition of Foreign Judgments.177 The Resolution addresses a limited selection of issues that arise in civil claims arising from injuries caused through the use of the Internet to a person’s rights of personality, defined to include in particular “a person’s reputation, dignity, honour, name, image and privacy, as well as similar rights that, regardless of how they are called, are protected by the applicable law”.178

During **2018**, the Defamation Working Party, established by Australia’s Council of Attorneys-General, is undertaking a review of defamation law in **Australia** to identify areas for national reform.179

In **2018**, the Office of the Privacy Commissioner of **Canada** issued its Draft Position on Online Reputation as part of its work on ‘Reputation and Privacy’ – one of its strategic privacy priorities for 2015–2020.180

On **November 10, 2018**, it was reported181 that Facebook had rejected the government of **Singapore**’s request to remove a post of an online article critical of the government. The country’s Law Ministry reportedly pointed out that Facebook declined to take down a post that is clearly false, defamatory and uses falsehoods to attack Singapore, and has indicated that the case showed the need for regulation on misinformation online.182

In **October 2018**, the **Council of Europe** published its Draft study on forms of liability and jurisdictional issues in the application of civil and administrative defamation laws in Council of Europe member states.183

The Law Commission of **Ontario** is undertaking a major project focused on defamation law in the internet age: “The project is examining the underlying purpose and function of Ontario’s defamation laws and how defamation law should be updated to account for ‘internet speech,’ including social media, blogs, internet platforms and digital media.”184 The project’s Consultation Paper, released in **November 2017**, included a section on jurisdiction and choice of law.185

The **Council of Europe**’s Declaration by the Committee of Ministers on the Desirability of International Standards dealing with Forum Shopping in respect of Defamation was adopted on **July 4, 2012**.186

---

Cross-border defamation disputes frequently give rise to ‘scope of jurisdiction’ issues.187 For example, when damages are awarded for defamatory content published online, the question may arise as to whether global or more limited damages should be awarded, such as only for publications in a specific state. These issues may arise for both online188 and offline189 cross-border defamation.

In Dow Jones v Gutnick, the plaintiff limited his claim to damages suffered due to publications in Australia. But when plaintiffs seek damages for publications occurring outside the state in which the court sits, or even worldwide damages, the court must either limit the geographical scope of the damages awarded or engage in the complex exercise of assessing what is essentially ‘foreign damages’. This latter option may be controversial due to its potential interference with freedom of expression in the affected state(s); i.e., a court may end up awarding damages for publications occurring in states in which the court would not be viewed as defamatory.

The problem is further amplified when plaintiffs seek deletion or rectification of the defamatory content, rather than damages. This was a central question in a 2017 decision by the Court of Justice of the European Union (CJEU).190 In Bolagsupplysningen OÜ, the CJEU held that a person can bring an action for: (a) rectification of incorrect information concerning that person, (b) removal of infringing comments relating to that person, and (c) compensation in respect of all damage sustained, before the courts of the Member State in which its ‘centre of interests’ is located.191

The judgment did not make it explicitly clear whether the rectification and removal would have a global effect. On 3 October 2019, the CJEU was presented with the opportunity to clarify this controversial matter in a case referred to it by the Austrian Supreme Court.192 The Advocate General’s Opinion was published on 4 June 2019.193 Advocate General Szpunar concluded that the EU’s Directive on electronic commerce does not regulate the scope of jurisdiction question, and that it therefore does not preclude that a host provider is ordered to remove worldwide information disseminated via a social network platform.194 The CJEU only dealt with the scope of jurisdiction matter briefly. Having embraced Advocate General Szpunar’s conclusion just mentioned, it only added that: “It is up to Member States to ensure that the measures which they adopt and which produce effects worldwide take due account of those [the rules applicable at international level].”195

Important, however, Advocate General Szpunar also emphasized that: “To conclude, it follows from the foregoing considerations that the court of a Member State may, in theory, adjudicate on the removal worldwide of information disseminated via the internet. However, owing to the differences between, on the one hand, national laws and, on the other, the protection of the private life and personality rights provided for in those laws, and in order to respect the widely recognised fundamental rights, such a court must, rather, adopt an approach of self-limitation. Therefore, in the interest of international comity, [...], that court should, as far as possible, limit the extraterritorial effects of its jurisdictional matters concerning harm to private life and personality rights. The implementation of a removal obligation should not go beyond what is necessary to achieve the protection of the injured person. Thus, instead of removing the content, that court might, in an appropriate...
ate case, order that access to that information be disabled with the help of geo-blocking.199

On 23 October 2019, the High Court of Delhi granted an order requiring Face-book, Twitter and Google to remove certain content globally based on that content being defamatory under local law in India. In reaching its decision, the Indian Court relied on a string of recent decisions from around the world, including the CJEU’s ruling in Case C-18/18. This is significant since, following the CJEU’s decision in Case C-18/18, several leading commentators argued that the decision was no more than a decision about the dividing line between EU law and national law, and not a green light to global takedown orders.200

However, this Indian judgment highlights, with complete clarity, just how Case C-18/18 now is being used by foreign courts. This shows just how careful courts must be as to the messaging of their judgments.

The issue of scope of jurisdiction, including additional case law, is discussed in more detail in Chapter 4.1.7.

### 3.1.2.2 Suppression orders and contempt of court

The jurisdictional aspects of contempt orders came to prominence in the high-profile court case against Cardinal Pell for the sexual assault of two choirboys. At the time the verdict was delivered, reporting of the trial was banned under a suppression order. However, news of the verdict nevertheless spread internationally, prompting Victoria’s Director of Public Prosecutions to pursue several journalists and media outlets.201

In essence, the issue is that suppression orders that are only enforced locally have little effect in an era where cross-border access to information is standard. At the same time, the idea the courts in one state should be allowed to dictate what journalists in other countries may report on is incompatible with most concepts of press freedom, and would set us on the course towards severely damaging freedom of expression and freedom of information.

Experts have been calling for reform to the contempt law system for some time.202 However, there are no easy solutions, and current discussions of a recognition and enforcement regime for suppression orders in foreign jurisdictions may be seen as naive given that effectiveness requires all states to be party of such a regime.

### 3.1.3 Online bullying

Online bullying is predominantly a domestic matter, involving persons who have a prior relationship, such as bullying among schoolchildren. Thus, discussions of online bullying have largely taken place on a national level.203 Yet, the cross-border dimension is obvious and unavoidable. After all, the internet platforms on which the bullying takes place are commonly based outside the jurisdiction in which the parties are located, and both access to evidence of the bullying and steps taken to have bullying content removed have clear cross-border dimensions.

Furthermore, online bullying may take place across borders, with the victim and perpetrator in different states, and may even be automated, for example, through the use of bots.

Online bullying violates the community guidelines and terms of service of virtually all major internet platforms, which also include facilities for reporting bullying content. Like the issue of non-consensual distribution of sexually explicit media discussed below, online bullying is a useful illustration of an area in which there has been extensive and fruitful collaboration among internet platforms, civil society and governments.

Defamation law is commonly applicable in situations involving online bullying, but defamation procedures are rarely pursued, largely because they are notoriously expensive. In some states, there is also a criminal law dimension to severe forms of online bul-

---


lying. Ultimately, however, active engagement from the platforms appears to be a more fruitful tool to address online bullying overall.

3.1.4

Non-consensual distribution of sexually explicit media

The non-consensual distribution of sexually explicit videos and images of an individual – sometimes referred to as ‘revenge porn’ – has been specifically criminalized in some states, but may also be attacked under defamation law, data privacy law, breach of confidentiality or even copyright law. In cases where the perpetrator uses one of the major online platforms, instances of non-consensual distribution of sexually explicit media are – similar to online bullying – usually addressed most effectively via reporting facilities on the platform in question. This is because the non-consensual distribution of sexually explicit media violates the community guidelines and terms of service of virtually all major internet platforms.

An important trend here is that private sector platforms, rather than lawmakers, have largely taken the initiative in tackling the non-consensual distribution of sexually explicit videos and images, and in quickly establishing common norms that have only afterwards found a translation into some legal frameworks. This is an illustration of the meta-trend of norm setting by companies, discussed in Chapters 2.4.2 and 2.5.

Some platforms use photo-matching technologies to prevent the non-consensual posting or re-posting of sexually explicit media. A controversial aspect of this system is that these photo-matching technologies require access to the sexually explicit media content that was distributed without consent the first place. Therefore, a person fearful of becoming a victim of non-consensual distribution of sexually explicit media will need to share the content with the platform for the photo-matching technologies to work. To prevent re-posting, however, the photo-matching technologies can of course rely on the initially detected sexually explicit content.

But the non-consensual distribution of sexually explicit media may also be carried out through other channels, such as smaller platforms or by MMS. In such instances, the safeguards discussed above are not necessarily available. The non-consensual distribution of sexually explicit media should not be confused with the forms of ‘sexting’ that involve the voluntary sharing of sexually explicit videos and images. Yet, such voluntary sharing may still give rise to complex legal issues, such as instances when an underage person voluntarily shares sexually explicit video and images. Initially, sexually explicit media is often shared voluntarily, but later distributed without consent. This highlights a link between voluntary sexting and the non-consensual distribution of sexually explicit media. There are some initiatives worth noting, including:

• Australia’s Online Safety (Non-Consensual Sharing of Intimate Images) Act 2018 provides penalties for those who post, or threaten to post, intimate images of others online without their consent. It is an offence for perpetrators, websites, social media providers and content hosts to fail to remove offending content upon request by the eSafety Commissioner. The eSafety Commissioner has a number of initiatives including an image-based abuse portal and a safety by design initiative.

• In the area of child sexual abuse content, the Child Dignity Alliance Technical Working Group report of 2018 provides technical recommendations to both government and industry including the establishment of a technical inventory of tools and technologies to assist law enforcement.

• The Internet Watch Foundation works to identify and remove child sexual abuse content online and provides an international reporting portal.

• 5Rights Foundation advocates for the rights to children in the digital world.

3.1.5

Fake News and misinformation

Neither misinformation nor cross-border misinformation are new phenomena. In recent years, however, there has been an unprecedented interest in online misinformation activities, and particularly in what has been termed ‘fake news’. In its Freedom on the Net 2017 report, Freedom House observed:

“Governments around the world have dramatically increased their efforts to manipulate information on social media over the past year. The Chinese and Russian regimes pioneered the use of surreptitious methods to distort online discussions and suppress dissent more than a decade ago, but the practice has since gone global. Such state-led interventions present a major threat to the notion of the internet as a liberating technology.”

The picture painted in the Freedom on the Net 2018 report suggests that these concerns remain strong. Further, a 2018 study by the Reuters Institute for the Study of Journalism, based on data covering nearly 40 countries and five continents, highlighted that consumer trust in news is low in most countries, and that there are high levels of concern about fake news. This concern, the report notes, is “partly stoked by politicians, who in some countries are already using this as an opportunity to clamp down on media freedom”.

The same study drew attention to the fact that after years of continuous growth, the use of social media for accessing news has declined in countries such as the US, the UK and France, while there is an increase in the use of messaging apps for news. This is an important trend, as it makes the policing of social media less efficient.

There are several noteworthy initiatives – from both industrialized and developing countries – seeking to address fake news and misinformation. Focusing on those outside the national defense sphere, some key initiatives are:

Social media platforms announced in August 2019 that they identified and removed accounts linked to a “coordinated state-backed operation” by China spreading disinformation to target unrest in Hong Kong.

The Philippines’ proposed Anti-False Content Bill was introduced into the Senate on July 1, 2018. The proposed law permits the Cybercrime Office in the Justice Department to direct internet intermediaries, platforms and individuals wherever they are located to correct, take down or block access to content that is determined by the office to be false or misleading.

In May 2019, Singapore passed the Protection from Online Falsehoods and Manipulation Bill which permits the government to require ‘corrections’ to be made to ‘false’ content.

The UK Digital, Culture, Media and Sport Select Committee released a report on Disinformation and Fake News in February 2019 and an Online Harms White Paper in April 2019 with both reports calling for more regulation of platforms.

___

In 2018, members of the International Grand Committee, including members of the national parliaments of Argentina, Belgium, Brazil, Canada, France, Latvia, Singapore and the UK signed the declaration on Principles of the Law Governing the Internet, addressing ‘fake news’ and disinformation online.217

On December 7, 2018, it was reported218 that officials from India’s Ministry of Electronics and Information Technology had met with Facebook representatives to trace the origins of misinformation that spread through Facebook-owned messaging platform WhatsApp and led to violent outbursts.219

On October 26, 2018, Facebook announced that it had removed 82 pages, groups and accounts that were linked to Iran and spread misinformation on Facebook and Instagram. These accounts were followed by more than 1 million users.220 “The Page administrators and account owners typically represented themselves as US citizens, or in a few cases UK citizens – and they posted about politically charged topics such as race relations, opposition to the President, and immigration.”221

In 2018, Malaysia introduced its Anti-Fake News Act. An attempt to repeal the controversial law was rejected in September 2018.222

In July 2018, it was reported223 that members of Russia’s governing party, United Russia, had submitted a bill that proposes holding social networks accountable for ‘inaccurate’ comments that users post. In particular, the law would reportedly require websites with over 100,000 daily visitors to take down factually inaccurate posts or face fines of up to 50 million rubles (about 800,000 US dollars).224 In March 2019 there were reports that Russia’s president signed a new law criminalizing users who spread what the government deems to be misinformation, including content that shows “blatant disrespect” for the government.225

On May 9, 2018, The Gambia’s Supreme Court ruled that the prohibition of ‘false publication and broadcasting’ was constitutional, upholding the illegality of spreading false news online, which was introduced as part of the Information and Communications Act 2013.226 On May 10, 2018, The Gambia’s Press Union Secretary General Saikou Jameh stated that the ruling was a striking departure from a recent ruling by the Economic Community of West African States (ECOWAS) court, which had ruled that the rules violated the rights of journalists and called on the Gambian government to immediately repeal them.227

In 2018, the International Federation of Library Associations and Institutions (IFLA) issued a statement on fake news, highlighting that disproportionate policy responses can have a big impact on intellectual freedom. The statement emphasized the importance of addressing the phenomenon through literacy and research efforts.228

In 2018, Freedom House published its Internet Freedom: Election Monitor.229

The Belfer Center for Science and International Affairs, Harvard Kennedy School published an analysis of how Sweden protected its 2018 elections.230

In 2018, the European Union developed, and several major internet companies signed up to, a Code of Practice on Disinformation.231 The signatories commit to deploy policies and processes to disrupt advertising and monetization incentives for relevant behaviours, such as misrepresenting material information about oneself or the purpose of one’s properties.232 In 2019 the EU Commission released an implementation report on the Code of Practice233 and later issued a statement234 calling on social media platforms to do more to reduce the spread of disinformation. Consider also the final report of the EU Commission’s High Level Expert Group on Fake News and Online Disinformation.235

Egypt introduced a new law in 2018 that, among other things, tackles ‘fake news’. Article 7 of the Anti-Cyber and Information Technology Crimes Law gives the competent authority in charge of investigating cybercrime “the right to shut down websites that spread ‘fake news’ against the Egyptian state or threaten ‘national security’.”236 The law has an extraterritorial effect, insofar as it authorizes the competent authority “to shut down (not block) foreign websites, though it is unclear how this would happen in practice.”237

Canada’s Digital Citizen Initiative is a multi-component strategy aimed at building citizen resilience against online disinformation and building partnerships to support a healthy information ecosystem.238

Through its Computational Propaganda Research Project, the Oxford Internet Institute has been investigating the use of algorithms, automation and computational propaganda in public life since 2012.239 They have published numerous reports.

---

Some interviewed experts expressed greater concerns about so-called ‘deep fakes’ than about ‘fake news’ per se, particularly in the context of current affairs and international politics. Deep fakes involve the technological manipulation of video and audio content, resulting in highly realistic and difficult-to-detect visual depictions and/or audio recordings of real people doing or saying things they never said or did.\textsuperscript{240}

### 3.1.5.1 Attacks on democracy

Attempts to use fake news to affect election results have gained considerable attention in the context of the US presidential election in 2016, the UK Brexit vote and several other recent elections in France, Germany, Sweden and Brazil.\textsuperscript{241} A common theme here is that fake news and misinformation campaigns are orchestrated, and in large parts operated, from outside the affected country, thus giving rise to complex jurisdictional challenges. The concern is such that repeated calls have been made against the use of e-voting systems.\textsuperscript{242}

To date, these activities have rarely resulted in prosecutions, though charges have been made in some cases.\textsuperscript{243} The difficulties associated with bringing foreign offenders to justice are well known. Furthermore, in cases where misinformation campaigns are carried out, supported or sanctioned by a foreign government, cross-border enforcement assistance against the offenders is particularly unlikely. There are several reports investigating Russian interference in the 2016 US presidential election. One recent report, produced upon a request from the US Senate Select Committee on Intelligence (SSCI), focused on the activities by Russia’s Internet Research Agency (IRA). The report reviewed an expansive data set of social media posts and metadata provided to the SSCI by Facebook, Twitter and Alphabet, as well as a set of related data from additional platforms.\textsuperscript{244} That report concluded that active and ongoing interference operations remain on several platforms.\textsuperscript{245} It also noted that, as media covered their Facebook and Twitter operations, the IRA shifted much of its activity to Instagram, and that “Instagram is likely to be a key battleground on an ongoing basis”.\textsuperscript{246} The report showed that the “IRA had a very clear bias for then-candidate Trump that spanned from early in the campaign and throughout the data set”,\textsuperscript{247} and concluded that “we must promote a multi-stakeholder model in which researchers, tech platforms, and government work together to detect foreign influence operations that attempt to undercut public discourse and democracy.”\textsuperscript{248} A contemporary report by the Computational Propaganda Research Project of the Oxford Internet Institute reached similar conclusions.\textsuperscript{249} There is, of course, also the Report on the Investigation into Russian Interference in the 2016 Presidential Election by Special Counsel Robert S. Mueller.\textsuperscript{250} During the Brazilian 2018 presidential election, there were multiple reports of misinformation spreading via WhatsApp, as well as other social media platforms. On October 19, 2018, more generally see: Bisen, A. (2019, April 24). Disinformation is drowning democracy. Foreign Policy. Retrieved from https://foreignpolicy.com/2019/04/24/disinformation-is-drowning-democracy/.

---


\textsuperscript{242} One surveyed export pointed to such calls in Germany, France, Belgium, the Netherlands, Paraguay, Argentina and Peru.


Facebook’s WhatsApp announced \(^{251}\) that it was taking legal action to stop companies from spreading misinformation on its platform in the context of the Brazilian presidential election. The second round of this election took place on October 28, 2018. \(^{252}\) Misinformation campaigns that aim to affect various election outcomes \(^{253}\) have been a focal point in discussions about fake news and misinformation. This is a particularly important issue, as many people today use online sources to inform themselves of political issues. A June 2018 study by Internetstiftelsen i Sverige, for example, found that 71% of the study participants accessed political information on the internet in 2018, compared to just 47% in 2014. \(^{254}\) While these figures will vary from country to country, there is an increasing reliance on political internet content in many countries.

### 3.1.5.2 Expression and platform moderation: responsibility, liability and question of neutrality

The role of internet platforms is a central topic in relation to many of the topics covered in this Report, as well as several overarching meta-trends discussed in Chapter 2. The role of these platforms has gained particularly strong attention in recent discussions about fake news and misinformation. In the aftermath of the Cambridge Analytics scandal, for example, the pressure on internet platforms increased considerably, and various legislative initiatives have been debated. Some countries have already implemented criminal offenses that may be of relevance. Canadian law, for example, contains the following criminal offense: “Everyone who willfully publishes a statement, tale or news that he knows is false and that causes or is likely to cause injury or mischief to a public interest is guilty of an indictable offense and liable to imprisonment for a term not exceeding two years.” \(^{255}\) Yet the difficulty of applying content-focused law is well known and clearly illustrated in case law such as in R. v. Zundel, \(^{256}\) where the Supreme Court of Canada was tasked with examining the constitutionality of the mentioned Section.

Striking the right balance in the context of internet platforms is difficult. On the one hand, they play an important role in censoring and countering fake news and misinformation. On the other hand, there is an obvious reluctance to make platforms act as arbiters of ‘truth’. Related to the question of platform responsibility, is the question of liability versus content moderation. These issues are recurring themes throughout this Report.

Countering fake news through crowdsourcing is another alternative. POLITICO has launched one such initiative. \(^{257}\) Through a combination of crowdsourced information and its own investigations, POLITICO attempts to identify potential pieces of disinformation. Once identified, the information is vetted by their staff, and if it fits their parameters for fake news, it will be reported in their findings. Users can then turn to their database to check whether items they have read online are real or fake.

---


Data privacy

While data privacy has clear economic and security aspects, it is predominantly addressed here in the context of expression.

Interest in data privacy (or data protection) has increased markedly over the past 10 years, with few other topics gaining as much attention in 2018. This was strongly driven by the EU’s long-awaited GDPR, which came into effect on May 25, 2018. Yet, there remains much work to be done, as hinted at by the 2019 Ranking Digital Rights Corporate Accountability Index’s finding that most companies still fail to disclose important aspects of how they handle and secure personal data.

With the world largely preoccupied by data privacy developments in Europe, important developments elsewhere in the world – in both industrialized and developing countries – have largely been overlooked. A study highlighted that, as of January 31, 2017, no fewer than 120 countries have data privacy laws that meet minimum international standards. The same study pointed to official bills for new data privacy acts (whether or not introduced into legislatures) from 30 additional countries.

Some noteworthy data privacy developments include:

**On 3 July 2019**, it was reported that [Rwanda](https://ktpress.rw/2019/07/rwanda-working-on-a-personal-data-protection-law/) is working on a Personal Data Protection Law.

Following the receipt of privacy complaints, the [UK Information Commissioner’s Office](https://ico.org.uk/media/about-the-ico/documents/2019106/adtech-real-time-bidding-report-201906.pdf) issued a report in **June 2019** which considers the implications under the GDPR for the use of real time bidding used in advertising technology.


In **February 2019** the [Nigerian](https://www.internetjurisdiction.net/publications/retrospect#eyJxIjoibmlnZXJpYSIsImZyb20iOiIyMDE5LTAxIiwidG8iOiIyMDE5LTA4In0=) National Information Technology Development Agency released its draft Data Protection Regulation, inspired by the GDPR.


In **2019** and after some delays, [Finland’s Data Protection Act](https://www.dataguidance.com/finland-new-data-protection-act-enters-into-force-after-being-significantly-delayed/) entered into force, implementing the GDPR.
Through Protocol (CETS No. 223) amending the Convention for the Protection of Individuals with regard to Automatic Processing of Personal Data (ETS No. 108) adopted in 2018, the Council of Europe modernized its Convention 108.

In September 2018, the Argentinian data protection authority announced the introduction of a draft data protection bill to reform the current regime. Argentina’s Personal Data Protection Act dates back to 2000. However, the new data protection bill aims to bring Argentinian data protection law in line with the GDPR.

A September 2018 amendment saw Thailand’s Draft Personal Data Protection Act incorporate several provisions that largely mirror approaches found in the GDPR. For example, this applies to how the matter of extraterritoriality is addressed.

In Brazil, the draft General Data Privacy Law was approved by the Senate and sent to the President. On August 15, 2018, Brazil’s President Michel Temer signed into law the General Data Protection Law (Lei Geral de Proteção de Dados, LGPD), which establishes, for the first time in the country’s history, a general framework for data protection. The law has been described as being inspired by the EU’s GDPR.

In Brazil, the draft General Data Privacy Law was approved by the Senate and sent to the President. On August 15, 2018, Brazil’s President Michel Temer signed into law the General Data Protection Law (Lei Geral de Proteção de Dados, LGPD), which establishes, for the first time in the country’s history, a general framework for data protection. The law has been described as being inspired by the EU’s GDPR.

The Kenyan government is in the process of developing a Policy and Regulatory Framework for Privacy and Data Protection, including the Data Protection Bill 2018. On July 3, 2018, a draft bill to establish a data protection regime was introduced in the Kenyan Parliament. The bill would require individuals and companies collecting, processing and storing personal data to obtain consent from data subjects, impose data security obligations and restrictions on third-party data transfers, and introduce penalties for violations.

In 2018, a bill substantially amending the Data Protection Act No. 19628 was reviewed and processed in the Senate in Chile. On June 16, 2018, the National Congress of Chile approved a law making the protection of one’s personal data a constitutional right. Chile joins Mexico, Colombia and Ecuador in a group of Latin American countries where the protection of data is a constitutional right.

In 2018, Privacy Bill 34-1 (2018) reforming New Zealand’s data privacy law was making its way through the legislative process.

The California Consumer Privacy Act was signed into law in 2018 and will come into effect at the beginning of 2020. The Act regulates the conduct of businesses and extends certain rights to consumers. The Act focuses on whether the business in question “does business in the State of California.”

In the United States, the Internet Association – a trade association that exclusively represents leading global internet companies on matters of public policy – launched a campaign for a federal data privacy law. A surveyed expert pointed to how critics of the campaign suggest that it could be seen as an effort to pre-empt state-based efforts similar to the California Consumer Privacy Act.

---


In 2018, the Australian Privacy Act 1988 (Cth) was amended to incorporate a mandatory data breach notification scheme. In 2019 Australia passed a Consumer Rights Bill which provides users with rights to obtain access and port their consumer data held by businesses.275

Following ratification of the Council of Europe’s Convention 108, the Tunisian government introduced a draft law on personal data protection in 2018 (Draft Law 25/2018).

In India, the Supreme Court upheld the right to privacy as a constitutionally protected value in a historic 2017 decision,276 and in 2018, a draft data protection bill called the Personal Data Protection Bill was presented.277

In 2017, the Amended Act on the Protection of Personal Information (APPI) in Japan came into effect. The Act shares some similarities with the GDPR, including provisions with extraterritorial application and a new cross-border data transfer framework.

Qatar enacted its Law No. 13 Concerning Personal Data Protection (DPL) in 2016.

The Association of Southeast Asian Nations (ASEAN) Framework on Personal Data Protection was established in 2016 to guide member states on data protection regulation.

In 2016, United Nations Conference on Trade and Development published its report titled Data protection regulations and international data flows: Implications for trade and development.278

The European Commission has advanced a proposal for a Regulation on Privacy and Electronic Communications that will replace the ePrivacy Directive.279

In 2015, the UN Human Rights Council appointed its first Special Rapporteur on the right to privacy. The work of the Special Rapporteur is ongoing.280 Note also, the 2014 Report of the Office of the United Nations High Commissioner for Human Rights titled The Right to Privacy in the Digital Age.281

The Global Network Initiative’s Principles on Freedom of Expression and Privacy282 (first launched in 2008) was updated in 2015, and the updated Guidelines were approved in 2017.283

---

275. Internet & Jurisdiction Policy Network. (2019, August). Australia passes Consumer Data Rights Bill. I&J Retrospect Database. Retrieved from https://www.internetjurisdiction.net/publications/retrospect#eyJxIjoiY29uc3VtZXIgZGF0YSIsImZyb20iOiIyMDEyLTAyIiwidG8iOiIyMDE5LTA4In0=.
In 2015, the International Federation of Library Associations and Institutions (IFLA) issued a statement on privacy in the library environment.284

In 2013, the Organisation for Economic Co-operation and Development (OECD) published a revised version of its 1980 Guidelines on the Protection of Privacy and Transborder Flows of Personal Data. The revision emphasizes the need to address the global dimension of privacy through improved interoperability.

In 2013, the International Law Association established a Committee on the Protection of Privacy in Private International and Procedural Law. The work of the Committee is ongoing.

The Center for Democracy and Technology has put forward a discussion draft on baseline privacy legislation for the US.285

Interviewed and surveyed experts emphasized the importance of coordination efforts at the international and regional level to discuss data protection issues through, for example:

- International Conference on Data Protection and Privacy Commissioners;286
- Asia Pacific Privacy Authorities (APPA) Forum;287
- Ibero-American Data Protection Network (Red Iberoamericana) (RIPD or RedIPD);288
- Latin American Network of Surveillance, Technology and Society Studies (lavits);289
- European Data Protection Board (EDPB);290
- African Network of Data Protection Authorities (RAPDP);291 and
- Central and Eastern Europe Data Protection Authorities (CEEC).292

### 3.1.6.1 The EU’s General Data Protection Regulation

With its potential for extraordinarily high fines, the EU’s GDPR impacts cross-border legal challenges on the internet in several ways. Most obviously, the GDPR claims a broad scope of application that goes well beyond the EU and imposes restrictions on when data may be transferred outside the EU. It also forces many non-EU entities to designate a representative in the EU and engages in ‘standard setting’ in that some multinationals have opted to adopt the GDPR as their standard of operation globally. Overall, however, it is the ‘standard setting’ quality of the GDPR that will generate the biggest impact; and the GDPR is being used as the ‘blueprint’ for widespread data privacy law reform around the world, from Argentina to New Zealand, and Kenya to Thailand.

“The GDPR is used as the ‘blueprint’ for widespread data privacy law reform around the world, from Argentina to New Zealand, and from Kenya to Thailand.”

The GDPR and its impact was one of the most commonly raised topics in both survey results and interviews, and was by far the most frequently mentioned legislative initiative. This is unsurprising, given the amount of global attention that the GDPR has received. In fact, it may be suggested that no other law-making initiative in modern history has attracted greater global attention.

There are at least six reasons the world has paid so much attention to the GDPR. First, as alluded to, the GDPR claims a broad scope of application that goes well beyond the EU. Article 3

---

of the GDPR outlines the type of connecting factors that will trigger application of the GDPR.\textsuperscript{293} To put it simply, the GDPR applies to any data controller or processor with an establishment in the EU, regardless of whether the processing takes place in the EU or not. It also applies to controllers or processors not established in the EU, in cases where they process the personal data of subjects who are in the EU – either by offering goods or services to such data subjects in the EU (a form of ‘targeting test’, discussed further in Chapter 4.1.5), or by monitoring their behavior within the EU. Finally, Article 3 contains a vague rule to the effect that the GDPR applies to the processing of personal data by a controller not established in the EU, but in a place where Member State law applies by virtue of public international law.

By the time the GDPR took effect, there was virtually no guidance as to the exact reach of its application. This resulted in an unhelpful degree of uncertainty among controllers and processors not established in the EU, and that would potentially be impacted by the GDPR’s scope of application.

The far-reaching ‘extraterritorial’ scope of application is by no means unique to the GDPR. It can also be found, in various forms, in data privacy laws around the world. At least on paper, however, the GDPR casts a wider net than most other data privacy laws, including the EU Data Protection Directive (DPD) that preceded it. Such broadening is likely to spread, as other legislative proposals are already embracing the language of GDPR’s Article 3.\textsuperscript{295} It would, therefore, not be surprising if the GDPR signals the start of increasingly broad claims of jurisdiction in data privacy laws around the world. The second reason the world has paid so much attention to the GDPR is that the GDPR indirectly influences data privacy laws around the world, having already sparked reform discussions in some countries outside the EU. Given the experiences gained from the influence of the EU’s DPD, one may safely assume that many countries around the world will be inclined to draw upon the GDPR when creating or reforming their own data privacy laws. (Thailand, Argentina, and Brazil are illustrations of this trend.) At the same time, one interviewed expert noted that it is very difficult for developing countries to comply with the GDPR due to the need for national regulatory authorities to be in place. Many developing countries simply do not have the necessary resources, expertise and independence to carry out the functions of such authorities. Developed countries ought to factor in such considerations when formulating the requirements that they impose on other states seeking interoperability.

As the GDPR continues to influence data privacy laws around the world, we can expect to see a degree of har-

\textbf{The loss of access to content}

Several surveyed and interviewed experts noted that resources will be needed, and costs imposed, for ensuring compliance with the GDPR. In response, a number of small-to-medium-sized businesses, as well as some larger actors, around the world have started using geo-location technologies (Chapter 4.2.1) to block users accessing their services from the EU.\textsuperscript{294} Europeans seeking to access the website of the Chicago Tribune (www.chicagotribune.com), for example, are now met with the following message:

"Unfortunately, our website is currently unavailable in most European countries. We are engaged on the issue and committed to looking at options that support our full range of digital offerings to the EU market. We continue to identify technical compliance solutions that will provide all readers with our award-winning journalism."

\textbf{Remarks}


monization. At the same time, the actual application of data privacy laws is always impacted by underlying values. The EU’s application of the GDPR, for example, will be guided by the fact that the Charter of Fundamental Rights of the European Union specifically enshrines the protection of personal data. Where other states adopt laws based on the GDPR, their application of those laws will be guided by those states’ underlying values. This may result in differing applications of seemingly identical, or near identical, legal norms.

Fourth, as part of the mechanisms adopted to increase the effectiveness of the GDPR’s enforcement, Article 27 of the GDPR requires a controller or processor not established in the Union, but falling within the GDPR’s scope of application, to designate, in writing, a representative in the Union. This is part of the trend of ‘rep localization’ discussed in Chapter 4.1.3.

3.1.6.2 The right to de-referencing

Discussions of a so-called ‘right to be forgotten’ (RTBF) – now predominantly referred to as the ‘right to de-referencing’ or ‘de-indexing’ – was largely sparked by the CJEU’s interpretation of certain provisions of the EU’s 1995 DPD in the 2014 Google Spain decision. Essentially, the right to de-referencing allows individuals, in certain circumstances, to demand that search engines delist links to freely accessible web pages resulting from searches on their name. Yet, the exact delineations of the right to de-referencing vary across the states that have considered it.

The right has carried over into the GDPR. It has also gained some recognition beyond Europe, for example, in countries such as Argentina, India and South Korea. Canada’s Privacy Commissioner has also taken the view that Canada’s federal data privacy law (Personal Information Protection and Electronic Documents Act) provides for a right to de-indexing.

Yet, the debate about the advantages and disadvantages of the right to de-referencing is far from over. Courts in some states, such as Japan and China, have directly rejected claims involving the right to de-referencing. Concerns have been raised about the potential impact on freedom of expression and the concept of an open internet. In some states – particularly in Latin America – concerns about the right to de-referencing have been fueled by fears that it may allow perpetrators of recent human rights violations and corruption to hide their past abuses. This highlights the importance of recognizing the impact of cultural, social, political and historical backgrounds, and of viewing rights in their broader context.

“In some states – particularly in Latin America – concerns about the right to de-referencing have been fueled by fears that it may allow perpetrators of recent human rights violations and corruption to hide past abuses.”

The scope of the jurisdiction dimension of the right to de-referencing (i.e., the geographic extent of delisting) was not raised before the CJEU in the Google Spain matter. But this crucial cross-border issue has now come before the CJEU through an action brought against Google LLP by Commission nationale de l’informatique et des libertés (CNIL), France’s data protection authority. In its action, the CNIL aimed to have right to be forgotten orders extended globally.

A similar matter came before the courts in Sweden. Though, unlike the CNIL, the Swedish data protection authority (Datainspektionen) argued in favor of a nuanced approach, under which the scope of the jurisdiction of the right to de-referencing would be guided by circumstances in individual cases.

On January 10, 2019, Advocate General Szpunar issued his opinion on the CJEU matter. In his opinion, the Advocate General concluded that, in relation to the right to be forgotten, search engines “must take every measure available to it to ensure full and effective de-referencing within the EU.” Importantly, he went on to say that de-referencing of the search results should only apply inside the EU, though, he did not rule out the possibility that “in certain situations, a search engine operator may be required to take de-referencing actions at the worldwide level.” This is similar to the nuanced approach advocated for by the Swedish DPA.

On 24 September 2019, the CJEU ruled that:

“where a search engine operator grants a request for de-referencing pursuant to [the relevant] provisions, that operator is not required to carry out that de-referencing on all versions of its search engine, but on the versions of that search engine corresponding to all the Member States, using, where necessary, measures which, while meeting the legal requirements, effectively prevent or, at the very least, seriously discourage an internet user conducting a search from one of the Member States on the basis of a data subject’s name from gaining access, via the list of results displayed following that search, to...
the links which are the subject of that request.303

Importantly, the CJEU emphasized the importance of the fact that:

• “numerous third States do not recognize the right to de-referencing or have a different approach to that right.”304

• “the right to the protection of personal data is not an absolute right, but must be considered in relation to its function in society and be balanced against other fundamental rights, in accordance with the principle of proportionality.”305

• “the balance between the right to privacy and the protection of personal data, on the one hand, and the freedom of information of internet users, on the other, is likely to vary significantly around the world.”306

• “While the EU legislature has [...] struck a balance between that right and that freedom so far as the Union is concerned [...] it must be found that, by contrast, it has not, to date, struck such a balance as regards the scope of a de-referencing outside the Union.”307

• “it is in no way apparent [...] that the EU legislature would [...] have chosen to confer a scope on the [relevant] rights [...] which would go beyond the territory of the Member States and that it would have intended to impose on an operator which, like Google, falls within the scope of that directive or that regulation a de-referencing obligation which also concerns the national versions of its search engine that do not correspond to the Member States.”308

Finally, it must be noted that the CJEU did not close the door to the nuanced approach envisaged by AG Szpunar and the Swedish data protection authority (as referred to above): “while, as noted [...] EU law does not currently require that the de-referencing granted concern all versions of the search engine in question, it also does not prohibit such a practice. Accordingly, a supervisory or judicial authority of a Member State remains competent to weigh up, in the light of national standards of protection of fundamental rights [...] a data subject’s right to privacy and the protection of personal data concerning him or her, on the one hand, and the right to freedom of information, on the other, and, after weighing those rights against each other, to order, where appropriate, the operator of that search engine to carry out a de-referencing concerning all versions of that search engine.”309

The implications of the outcome, as well as the reasoning that led to the outcome, are highly significant as it can be expected that the EU’s approach will be influential or even standard setting.

3.1.6.3 Data privacy restriction of cross-border data transfers

Many aspects of modern society, such as international financial transactions, travel, communication, and indeed research,310 depend upon cross-border data transfers. This dependence will only increase with ongoing developments such as the Internet of Things (see further Chapter 3.3.4). At the same time, data transfers across borders commonly involve a degree of loss of control over that data, and an erosion of direct influence of the body tasked with upholding data protection in the country from which the data originates. This conundrum has been a central issue in international data privacy initiatives since 1980, when the OECD Guidelines on the Protection of Privacy and Transborder Flows of Personal Data were released.311

The longstanding debate on the circumstances under which personal data may be transferred across borders has continued in recent years312 –
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312. See e.g.: Toy, A. & Gunasekara, G. (2019). Is there a better option than the data transfer model to protect data privacy? University of New South Wales Law Journal, 42(2), 719–746.
most notably, in the context of transatlantic data transfers. The CJEU handed down a ruling in 2015 that invalidated the Safe Harbour arrangement which, until then, had governed data transfers between the EU and the US.313 A period of great uncertainty followed, and in mid-2016, the Safe Harbour scheme was replaced by a new arrangement named Privacy Shield.

In 2018, the High Court of Ireland referred to the CJEU questions relating to another basis for cross-border data transfers: so-called Standard Contract Clauses (SCC).314 Essentially, the matter relates to whether EU law allows SCCs, in their present form, as a basis for the transfer of personal data from the EU to the US.

The interaction between the GDPR and the Council of Europe’s Convention 108+ raises interesting questions in the context of cross-border data transfers, and more generally, about the interoperability between different regimes. Compliance with Convention 108+ ensures compliance with most, but not all, of the GDPR’s requirements. Thus, it remains to be seen whether a country’s compliance with Convention 108+ would convince the EU to view that country’s data privacy laws as meeting the GDPR’s adequacy test.

In the Asia-Pacific context, the Asia-Pacific Economic Cooperation (APEC) endorsed its Cross-Border Privacy Enforcement Arrangement (CPEA) in 2010.315 Participation in the CPEA – a multilateral framework for regional cooperation in enforcing privacy laws – is open to any privacy enforcement authority in an APEC member economy. Current member authorities come from: Australia, New Zealand, the US, Japan, Hong Kong, Canada, Korea, Mexico, Singapore, Philippines and Chinese Taipei.

The APEC Cross-Border Privacy Rules (CBPR) system is also gaining momentum. The CBPR is a voluntary, ability-based system that facilitates privacy-respecting data flows among APEC economies.316 To a degree, it bears similarities to the GDPR’s Binding Corporate Rules (BCR) system for cross-border data transfers.

One interviewed expert noted that there are some suggestions that the CBPR system may be turned into an independent international system, and that the CBPR is recognized in other initiatives as a good model – for example, in the context of the United States-Mexico-Canada Agreement on digital trade and in the context of Japan’s new Data Protection Law.

China released a Draft Regulation on Cross-Border Transfer of Personal Information in June 2019, with restrictions on the transfer of personal information overseas, if such information risks undermining national security and public interests.317 Coordination is urgently needed as several states move forward with their own assessments of other states’ data privacy laws. On July 17, 2017, for example, the Colombian government during the G20 in Osaka in June 2019 for the adoption of a Data Free Flow with Trust concept, calling for international rules to permit the free movement of data across borders.318

“Compliance with Convention 108+ ensures compliance with most, but not all, of the GDPR’s requirements. Thus, it remains to be seen whether a country’s compliance with Convention 108+ convinces the EU to view that country’s data privacy laws as meeting the GDPR’s adequacy test.”
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3.2 Security

The internet gives rise to numerous security issues, ranging from personal security to national security. As the internet continues to play an increasingly central role in society, internet security will only become more important. In a world where more and more things are ‘connected’, the interdependence between online security from offline security is increasing.

The significance of cybersecurity is clearly reflected in the World Economic Forum’s Global Risks Report 2018. Among the Top 10 risks in terms of likelihood, ‘cyberattacks’ ranked 3rd and ‘data fraud or theft’ ranked 4th. This is particularly serious given that, in terms of impact, ‘cyberattacks’ were also ranked 6th among the top 10 risks. Such interconnectedness is palpable, as actions in one state impact other states, giving rise to many cross-border legal challenges in the context of security. These include:

- Countries may struggle to collaborate on, and coordinate, security efforts;
- Criminals may benefit significantly from jurisdictional obstacles to the detection, investigation and prosecution of their misdeeds;
- Ensuring access to digital evidence often depends on the cooperation of private actors, which has sparked a re-examination of the role they hold;
- States seeking to place their citizens under surveillance may need the voluntary or coerced cooperation of foreign privately-operated platforms, and breaking encryption may depend on the cooperation of foreign hardware manufacturers;
- Data breaches by a company in one state may impact a worldwide group of users; and
- States may adopt e-government solutions that involve storing critical data on servers in foreign countries.

It is also increasingly difficult to distinguish between the regulation of security and other fields of regulation. Security requirements, for example, are a standard aspect of many data privacy regimes. In that regard, data privacy and security are two sides of the same proverbial coin, even though the two are often portrayed in opposition to one another.

In the online security field, it is sometimes difficult to distinguish between civil wrongs, criminal offenses, acts of terrorism and even military aggression – and from this, a range of complications arise. This contributes to making regulation – and especially international consensus on regulatory responses – difficult to achieve. Some distinctions are developing, though. In the context of access to digital evidence, for example, one interviewed expert noted that governments are increasingly emphasizing the need for different processes for national security matters, as compared to traditional criminal matters. It is clear that the area of internet security is complex and multifaceted.

There are some examples of industry members working together to improve cybersecurity including:

- The launch of the Council to Secure the Digital Economy (CSDE) in 2018 by international internet service providers. The members of CSDE collaborate with the aim of securing digital infrastructure. CSDE released its International Anti-Botnet Guide in 2018.
- The Cyber Threat Alliance has over 100 industry members seeking to share cybersecurity capacities.
- The Cybersecurity Tech Accord has over 100 industry members working together to improve cybersecurity and resilience.
- The global Forum of Incident Response and Security Teams (FIRST) with 400 members from Africa, the Americas, Asia, Europe and Oceania.
- The Anti-Phishing Working Group engages law enforcement, industry, NGOs and governments to undertake data exchange, research and public awareness in order to respond to cybercrime.
- The Messaging, Malware and Mobile Anti-Abuse Working Group (M3AAWG) has industry members working together to combat cybercrime.
Yet, there appears to be a need for further and deeper collaboration. For example, one surveyed expert suggested that, given the borderless nature of cybercrime (in particular, malware), increased global reporting and the creation of a malware lab and library could be beneficial. As explained by this expert, understanding the evolution and trends, based on the big data that could be generated, would have advantages over the current countless silos of relevant information housed within governments, universities and industry.

3.2.1

Cybercrime

Every step from identification, to investigation, prosecution and extradition,330 of cybercrime and cybercriminals raises jurisdictional issues. In fact, addressing cybercrime is impossible without cross-border cooperation and coordination, and still then, there are many obstacles. Effective law enforcement, especially if it demands cross-border cooperation, requires significant resources that are seldom at the disposal of developing countries. Furthermore, a state’s criminal law goes to the core of that state’s values and traditions, so an act outlawed in one state may be lawful in another. There are still many acts that are recognized as crimes in virtually all legal systems, and the domestic laws of many states now deal specifically with cybercrimes331 – and have done so for some time. As a result, offenders are significantly less likely to be able to rely on gaps in the law. Cases like the infamous 2000 ‘ILOVEYOU’ computer worm – whose creator had to be let go because the Philippines did not have laws against writing malware at that time – are far less likely to arise today. Looking forward, further capacity building and gap elimination must continue to be included among the goals of cross-border cooperation and coordination in the field of cybercrime. Through its Global Complex for Innovation (IGCI) in Singapore, Interpol seeks to be a global coordination body for the detection and prevention of digital crimes.332 Interpol also has a dedicated Information and Communications Technology Law team that specializes in legal projects related to ICT law; and it is currently engaged in several projects.333

In the context of the Europe Union, Europol334 and Europol’s European Cybercrime Centre335 set up in 2013, together with its Joint Cybercrime Action Taskforce (J-CAT) launched in 2014,336 gained particular praise from some of the interviewed experts. The Council of Europe’s Convention on Cybercrime (the ‘Budapest Convention’) is the most significant international instrument addressing cybercrime.337 This important instrument serves as a guideline for any country developing comprehensive national legislation against cybercrime, and as a framework for international cooperation between state parties to this treaty.338 In particular, it addresses infringements of copyright, computer-related fraud, child pornography and violations of network security. It contains additional provisions on a range of powers and procedures, including the search of computer networks and interception. Importantly, as one interviewed expert emphasized, the ‘Budapest Convention’ incorporates human rights safeguards and makes specific reference to international human rights instruments.

Other relevant initiatives include, the:

• Commonwealth Model Law on


3.2.1.1 Enforcement difficulties due to jurisdiction as a hurdle

It has been noted that cybercrime is largely underreported, and that “among the offences reported and recorded by law enforcement authorities, only an infinitesimal part is eventually investigated. Of these, only a very small fraction is prosecuted, and of these again, only a few are adjudicated.”343 Faced with this situation, it is only natural that some commentators speak of a de facto impunity of the perpetrators of cybercrimes.344

Some of the reasons for the low prosecution rate of cybercriminals are highlighted above, though, obvious jurisdictional challenges also play a role. As noted by Advocate General Wathelet in Case C-618/15 “[t]he issue of crime committed on the internet (‘cybercrime’) is not a straightforward one inasmuch as, since the internet is a network which is by definition universal, the location of such crime, be it the causal event or the loss sustained, is particularly difficult to determine.”345 The difficulty of ascertaining the location of crime committed on the internet may be a major complication when applying traditional rules of jurisdiction. Furthermore, in cases where the offender is in another country, prosecution may be limited by the degree to which offenders may be extradited from the country in question. This complication may, of course, arise in relation to any form of criminal activity, but cybercrime is particularly prevalent as a cross-border activity. The cybercrime landscape is forever changing and new trends are frequently emerging. For example, Europol’s 2018 Internet Organised Crime Threat Assessment notes that, “a significant volume of public reporting increasingly attributes global cyber-attacks to the actions of nation states.”346 This further undermines the likelihood of successful prosecution.

“The difficulty of ascertaining the location of crime committed on the internet may be a major complication when applying traditional rules of jurisdiction.”

3.2.1.2 Darknet – a criminal haven beyond national jurisdiction?

While references to the so-called ‘Darknet’ are commonplace, an in-depth understanding of it is less common. The term ‘Darknet’ has a long history but has recently gained prominence due to illegal trade – for example, via the Silk Road347 – carried out on parts of the internet that are purposefully closed from public view, or through hidden networks whose architecture is superimposed on the internet. Transactions carried out on the Darknet may make attribution difficult and may complicate the application of location-based jurisdictional connecting factors. The Darknet is playing an increasing role.

---
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role in the distribution of the vilest materials. As Europol's 2018 Internet Organised Crime Threat Assessment notes: “Although most CSEM [Child Sexual Exploitation Material] is still shared through P2P platforms, more extreme material is increasingly found on the Darknet.” More broadly, the same Threat Assessment Report notes, that:

“The Darknet will continue to facilitate online criminal markets, where criminals sell illicit products in order to engage in other criminal activity or avoid surface net traceability. In 2017, law enforcement agencies shut down three of the largest Darknet markets: AlphaBay, Hansa and RAMP. These takedowns prompted the migration of users towards existing or newly established markets, or to other platforms entirely, such as encrypted communications apps.”

While statistics on migration are currently lacking, it is possible that, as major online platforms enforce stronger rules on the content their users post, illegal or objectionable content will migrate to smaller platforms, over which it is often harder to claim jurisdiction.

“The Darknet is playing an increasing role in the distribution of the vilest materials.”

3.2.2 Access to digital evidence

It is a state’s obligation to carry out effective law enforcement in accordance with fundamental rights. To be effective, law enforcement needs adequate access to evidence. Such access is essential both for the conviction of criminals, and for the protection of those wrongly accused. As several interviewed experts noted, the importance of digital evidence has increased tremendously over the last decade. Today, information that may amount to relevant evidence – both in relation to specific cybercrimes and traditional crimes – is often stored in cloud structures outside the state of the law enforcement agency that needs access to the data in question. This is not just the case in relation to the cloud structures of the major internet companies, but for millions of different app providers, as well. Further, particular issues arise in certain industries. This diversity puts pressure on the scalability of any proposed solutions. Ascertaining the location of the data may be difficult, or in some cases, impossible. Problems that arise include situations where:

1. the location of the data cannot be ascertained within a reasonable timeframe and with reasonable measures; and
2. the data required is split over servers in more than one location.

Even where the location of data may be ascertained, the mobility of data makes it possible to manipulate its location in order to hinder law enforcement measures.

3.2.2.1 Need for reform of the Mutual Legal Assistance (MLA) system

The Mutual Legal Assistance (MLA) system is the principal mechanism for law enforcement cross-border access to evidence. It is based on a system of agreements between two or more states for the purpose of gathering and exchanging information to enforce public or criminal laws. The MLA system is plagued by gaps as not all states have MLA agreements. Furthermore, it is widely acknowledged – and many interviewed experts emphasized – that the MLA structure cannot support the number of requests made under it. Some interviewed experts observed that there is not enough guidance to file requests, leading to requests being rejected for avoidable mistakes. Improvements of the MLA system – and indeed any other developments in this field – should, therefore, incorporate clear and simple guidance to ensure correct filings. Given the above concerns, even an im-

proved MLA system would not solve the challenges faced in satisfying law enforcement’s need for cross-border access to evidence. For example, a 2014 Council of Europe assessment of the functioning of MLA provisions concluded, that:

“The mutual legal assistance (MLA) process is considered inefficient in general, and with respect to obtaining electronic evidence in particular. Response times to requests of six to 24 months appear to be the norm. Many requests and thus investigations are abandoned. This adversely affects the positive obligation of governments to protect society and individuals against cybercrime and other crime involving electronic evidence.”

Despite its weaknesses, there are few calls for the MLA structure to be abandoned. The most common calls are instead for it to be supplemented with a system for direct requests to data holders, and for the MLA system to be made more efficient. Work on the latter is being carried out by, for example, the Council of Europe, and Interpol.

3.2.2.2 Law enforcement access to data outside the MLA structure

Private parties that hold data – typically major internet companies – are often exposed to the requirements of multiple legal systems, due to their presence in multiple markets. Special complications may arise if the corporation holding data, that is sought as evidence, is a company wholly owned by a state other than the state seeking access to the data. A matter in US courts provides a recent example of this.

As in many other areas, relevant law, and how the law is applied, differs across legal systems. A common feature, however, is that a state’s requirements for when its law enforcement agencies may access cross-border data often differ from the requirements imposed on foreign law enforcement agencies seeking access to data stored by private parties in that same state’s jurisdiction.

Private parties that hold data may be put in a position where compliance with one state’s laws unavoidably results in a direct violation of another state’s laws because they are exposed to multiple legal systems with varying rules, for example, with regard to notification requirements. Such situations are clearly harmful for all stakeholders, and there is broad agreement that such situations should be minimized or, if possible, eliminated.

The relevant (public) international law rules and concepts are an important part of the discussion, though they are not well understood, and often phrased in unjustifiably absolutist terms more suited for the political arena, than as guidance on legal matters. This legal uncertainty is not sustainable. In particular, the lack of clear cooperation frameworks hinders effective law enforcement and undermines due process. It also encourages mandatory data localization approaches that are technically difficult to implement, and can have detrimental impacts on the cloud economy and human rights.

---


There are important developments underway in relation to the Budapest Convention. Most relevantly, work is underway on a 2nd Additional Protocol. A Guidance Note regarding production orders for subscriber information was published in 2017 and working documents relating to criminal justice access to data in the cloud have been issued. Work is also underway aimed at addressing the relationship between the Budapest Convention on the one hand, and the EU’s forthcoming law in the field on the other hand.

In February 2019, the United Nations Office on Drugs and Crime (UNODC), the United Nations Counter-Terrorism Committee Executive Directorate (CTED) and the International Association of Prosecutors (IAP) jointly released a Practical Guide to Requesting Electronic Evidence Across Borders, targeted to investigators and prosecutors.

In December 2018, Australia’s controversial Telecommunications and Other Legislation Amendment (Assistance and Access) Bill 2018 received Royal Assent and became law. The law has gained worldwide attention due to its far-reaching negative impact on encryption. Its extensive jurisdictional reach has gained less attention: anyone, anywhere in the world, who operates a website with at least one end-user in Australia is subject to Australian jurisdiction. Further, a party caught by the Act might be compelled to hand over data on its overseas users and to grant access to devices in other countries.

In April 2018, the European Commission published the Proposal for a Directive of the European Parliament and of the Council laying down harmonized rules on the appointment of legal representatives for the purpose of gathering evidence in criminal proceedings, and the Proposal for a Regulation of the European Parliament and of the Council on European Production and Preservation Orders for electronic evidence in criminal matters. These proposed instruments complement each other and must be read together. In essence, the combined effect of the proposed Directive and Regulation is to implement a scheme under which service providers – including foreign service providers – would be obligated to designate a legal representative in the Union. This is combined with the creation of a European Production Order and a European Preservation Order. Several interviewed experts cited differences that exist among EU Member States as a potential challenge. In the context of the instruments discussed here, one interviewed expert questioned whether EU countries with weaker standards, such as Poland and Hungary, will be able to have their demands enforced in other EU countries with higher standards. On December 7, 2018, the EU Council agreed on its position on the proposed Regulation, and on March 8, 2019 the EU Council agreed on its position on the proposed Directive. As noted by one surveyed expert, these EU initiatives are not only relevant from the point of view of the possibilities they create for law enforcement, but they redefine the role of private actors (i.e. the service providers) in law enforcement in making them de facto guardians of fundamental rights; a role not officially defined in the proposal. This is a fundamental shift in their position vis-à-vis law enforcement and their clients.

---

At least partially driven by the controversy surrounding the dispute in Microsoft Corp. v. United States, the Clarifying Lawful Overseas Use of Data Act (CLOUD Act) (H.R. 4943) was enacted in the US in 2018. A primary function of the CLOUD Act is to amend the Stored Communications Act (SCA) of 1988 to allow federal law enforcement to compel US-based technology companies, via warrant or subpoena, to provide requested data stored on servers, regardless of whether the servers are in the US or on foreign soil. The CLOUD Act also provides for a structure under which governments outside the US may seek access to electronic data held by communications-service providers in the US, for the purpose of combating serious crime. One interviewed expert noted that the CLOUD Act will be effective on a very limited basis but may incentivize other states to raise or maintain standards in order to meet its requirements. Another observed that the CLOUD Act expressly refers to the standards set by the Budapest Convention, and therefore constitutes an incentive for states to accede to the Budapest Convention. Yet another stressed that the CLOUD Act is calculated to give the US government maximum flexibility in deciding which countries will be given the opportunity to make direct demands on US providers.

On January 9, 2018, the Court of Appeal of British Columbia ruled that non-Canadian companies were required to comply with production orders of provincial courts and hand over data to law enforcement, as long as the company has ‘virtual presence’ in the province, and even if they are not incorporated in the country. It was contended that the lack of difference between physical and virtual presence could have major implications beyond production orders.

Since 2012, the legal issues surrounding law enforcement access to digital evidence has been a focus area of the Internet & Jurisdiction Policy Network. As one of its three Thematic Programs, the Data & Jurisdiction workstream has sought to tackle the issue of how transnational data flows and the protection of privacy be reconciled with lawful access requirements to address crime. Due to the active involvement of participants from a broad range of stakeholders, significant progress has been made toward the development of an operational framework.

In discussions of initiatives such as those listed above, it is important to distinguish between jurisdiction over the offense under investigation, on the one hand, and jurisdiction over the evidence needed for the investigation, on the other. The Budapest Convention clearly articulates such a distinction. Article 22, the provision that addresses jurisdiction in general terms, relates only to jurisdiction over the offenses prescribed in the Cybercrime Convention (i.e., Articles 2-11), and does not govern jurisdiction over the evidence. The first matter of jurisdiction that arises in a criminal investigation is whether the investigator (be it the police, a prosecutor or an investigative judge) has jurisdiction over the offense to be investigated. On a theoretical level, the answer to that question will depend on both domestic law on jurisdiction and international law. In practice, though, investigators will (often legitimately) assume that the domestic jurisdictional law they work with is in line with international law. Thus, on a practical level, domestic jurisdictional law is typically determinative.

If it is concluded that the investigator has jurisdiction over the offense to be investigated, another type of jurisdictional issue arises: Does the investigator have jurisdiction to take the investigative measures that it wishes to pursue? Traditionally, this has been viewed as a matter of ‘enforcement jurisdiction’ and has, therefore, been grouped together with, and subjected to, the same restrictions as completely different types of actions, such as law enforcement agents from one country kidnapping suspects in other countries, as in the famous Eichmann case. More recently, investigative measures have been treated as something markedly different, and treating ‘investigative jurisdiction’ as a category distinct from enforcement jurisdiction is gaining recognition.

In addition to these jurisdictional issues, situations in which law enforcement agencies seek access to data held by private parties, such as internet intermediaries, give rise to a range of other complex considerations.

---

Stakeholders in the Internet & Jurisdiction Policy Network work together in three policy Programs: the Data & Jurisdiction Program, Content & Jurisdiction Program, and Domains & Jurisdiction Program. The Programs allow members to informally coordinate policies and jointly develop proposals for operational Norms, Criteria and Mechanisms. The Data & Jurisdiction Program currently focusses on access to cross-border electronic evidence towards the common objective of defining substantive and procedural standards that allow relevant authorities from specific countries in investigations regarding certain types of crimes, with clear nexus to directly submit structured and due process-respecting requests to private companies in another country, to obtain the voluntary disclosure of user data. The Data & Jurisdiction Program’s current work is based on the Ottawa Roadmap of the Internet & Jurisdiction Policy Network that produced concrete proposals for operational Norms, Criteria, and Mechanisms in 2019. It addresses the following issues:

- Standards: Statutory requirements to ensure high and robust human rights protections, while meeting lawful requests from law enforcement, and providing legal clarity to those receiving requests;
- Qualifying regimes and requests: Streamlined access to data requires both a qualifying regime and qualifying individual requests;
- Countries: Evaluation and review procedures to determine eligible countries, while seeking to improve practice for requests to all countries;
- Authorities: Competent authorities, defined by nation or for units within a nation, for issuing cross-border requests;
- Scope: Types of criminal investigations to be considered within scope;
- Users: Provisions regarding users who are not nationals or residents of the requesting country;
- Requests: Content and structure of properly documented requests, with proper legal authorization, including judicial approval where possible;
- Due process: Guarantees regarding, inter alia, user notification, capacity to object, recourse and redress. Consideration of notice to relevant non-requesting nations;
- Companies: Voluntary nature of disclosure (although similar factors apply to compulsory regimes) and procedures in case of doubt;
- Data: Tailored rules for categories of data, such as content and non-content data, or for especially sensitive information;
- Data location: How to deal with data stored digitally, providing weight to factors beyond its physical location;
- Scalability: Framework extension over time, beyond initial participating countries, to respond to increasing magnitude and diversity of requests;
- Data preservation: Provisions to preserve data for an individual investigation, before a full request for data can be made; and
- Capacity: Providing training and staffing to meet the regime’s requirements.


This illustrates the complexity of law enforcement accessing evidence stored in the cloud and outside of the state seeking access to the evidence. As has been expressed in literature and policy documents for some time, and as has been strongly emphasized in the stakeholder interviews carried out for this Report, there is a clear need for legal clarity as to the roles, responsibilities, authorities and limitations for all stakeholders in providing law enforcement with access to digital evidence. Substantial discussions on this topic have focused on situations involving law enforcement bodies seeking access to digital evidence. But other governmental bodies – such as consumer protection bodies, human rights bodies and data protection bodies – may seek such access in similar circumstances. The question then arises whether considerations made in the context of law enforcement should apply equally to such governmental bodies. This is a topic that will only grow in importance, and one that requires urgent attention.

3.2.2.3 Moving from data location as a connection factor, and a recognition of the role of interest balancing

Until recently, discussions of jurisdiction in the context of law enforcement access to data held overseas strongly focused on the implications of territorial sovereignty. It was commonly assumed that if a law enforcement agency in state A gains access to evidence held on a server in state B, this somehow violates state B’s sovereignty, regardless of whether state B:

1. is aware of the data;
2. can access the data; or
3. has any discernible interest in the data.

This overzealous interpretation of territorial sovereignty is out of line with how similar situations are addressed in other areas of law. Consider, for example, a situation where a court in state A orders a company in state B to delete data that the company holds on a server in state B. In such situations, no one seems concerned about the implications for state B’s territorial sovereignty. Yet, in this type of situation, the exercise of jurisdiction by state A is more severe, in that the data is actually deleted in state B, rather than merely accessed.

“Several of the most recent initiatives in this field have moved past the traditional focus on territoriality.”

It is, therefore, perhaps only natural that, as discussed further in Chapter 3.2.2.3, several of the most recent initiatives in this field have moved past the traditional focus on territoriality. The US CLOUD Act includes provisions that specifically disregard the location of data, and outlines obligations that apply “regardless of whether such communication, record, or other information is located within or outside of the United States.”375 Similarly, both the aforementioned EU Regulation376 and Directive377 apply to service providers by providing a mechanism for judicial review in cases of clashes with third states.378 These provisions instruct the court to engage in an interest balancing exercise:

“Weighting a number of elements which are designed to ascertain the strength of the connection to either of the two jurisdictions involved, the respective interests in obtaining or instead preventing disclosure of the data, and the possible consequences for the service provider of having to comply with the Order.”379

3.2.3 Surveillance

The internet naturally lends itself to surveillance from both the public and private sector. The scale of state surveillance – both domestically and internationally – gained considerable attention in the wake of Edward Snowden’s revelations in 2013, particularly those regarding the US PRISM surveillance program.\(^{380}\) Yet, there are constantly reports of new surveillance initiatives. For example, on December 20, 2018, the Indian Government issued an order allowing ten public agencies to intercept, monitor or decrypt information generated, transmitted, received or stored in any computer.\(^{381}\) Individuals and organizations refusing to comply with requests to intercept, monitor or access citizens’ data face up to seven years in prison.

In should also be noted that certain groups are at particular risk of surveillance. For example, journalists and civil rights advocates are frequently targeted.\(^{382}\)

Further, there is a direct link between surveillance and data localization requirements. For example, on June 10, 2017, the New York Times reported on a proposed bill in the Egyptian Parliament that would require ride-sharing services like Uber and Dubai-based Careem to store users’ data in the country’s territory.\(^{383}\) The Egyptian government reportedly justified the bill as necessary for fighting against terrorists, while NGOs like Privacy International have expressed concern that the law could be part of a broader surveillance effort.\(^{384}\)

Several interviewed experts emphasized the Chinese ‘social credit system’ as a particularly invasive form of emerging surveillance. There is still considerable uncertainty as to how exactly the system will work when finalized.\(^{385}\) However, in broad terms, social credit is like a personal scorecard for each of China’s 1.4 billion citizens. The score is based on information gained from government records – including educational and medical, state security assessments and financial records – supplemented by constant surveillance via CCTV cameras and smartphone monitoring, as well as the tracking of internet browsing and shopping habits.

The social credit score is also affected by the behavior of an individual’s friends and family, as well as by whom they date.\(^{386}\)

Citizens with a high score may enjoy benefits such as VIP treatment at hotels and airports, cheaper loans, and a fast track to the best schools, universities, health care and jobs. Those with low scores may be locked out of society and social media, and may be barred from travelling or receiving credit or government jobs.\(^{387}\) Trials are being undertaken in a number of cities across China, and the ambition seems to be that by 2020, the system will be implemented nationally.\(^{388}\) Yet, the Chinese government has yet to explain exactly how the social credit system will work, how the algorithmic credit scoring will be amassed and how the different qualities will be weighed against one another.\(^{389}\)

While predominantly discussed as a domestic issue so far, the cross-border dimension of surveillance is likely to increase in prominence in coming years. For example, it may not be far-fetched to imagine the mentioned Chinese social credit system (1) being adopted in some form by other states either voluntarily or as part of broader agreements with China, and (2) being extended also to persons outside China so as to for example affect visa applications to China. In fact, in September 2019, it was reported that Chinese authorities want to collate information from both domestic and foreign businesses operating in China and integrate them into a centralized digital database aimed at establishing a credit record system for market players and institutions.\(^{390}\)

---


3.2.3.1 Data retention laws

The term data retention broadly refers to data being retained for a variety of purposes, including legal or business purposes. Here, however, the term is used in a narrower sense. The idea behind data retention laws is to ensure access to evidence by retaining all communications for later inspection, should a need arise. This practice may give rise to cross-border legal challenges because data retention regimes will invariably capture large amounts of personal data on foreigners, for example, who are temporarily visiting the country or, potentially, on foreigners who communicate with people in that country. In other words, data retention laws in one state may impact the data privacy of internet users in other states.

Given the difficulty in predicting what data may be useful in the future, data retention schemes require the untar- geted surveillance of everyone’s data. This has serious data privacy implications that frequently have a transna- tional dimension. In light of these implications, data re- tention laws have sparked considerable controversy. The most prominent example of this occurred in 2014, when the CJEU declared the EU’s Data Retention Directive (Directive 2006/24/EC) invalid for violating fundamental rights. In response to this development, several EU Member States adopted new versions of data retention laws, and case law has continued to emerge on data retention laws. In Joined Cases C-203/15 and C-698/15, the CJEU noted that national data re- tention legislation “must make provision for the data to be retained within the European Union.” In this way, data retention laws may introduce mandatory data localization require- ments. While these European disputes have gained by far the most interna- tional attention, data retention laws are widespread. The type of data retention discussed above must be distinguished from the retention of specifically identified data, as is the case in situations where law enforcement requests a data hold- er to ensure the retention of specific data for a period required for the in- vestigation. This latter form of data retention may play an important role in any structure under which law en- forcement is encouraged to seek relevant data directly from the data owner, rather than from the internet interme- diary that holds the data.

On October 2, 2018, the CJEU ruled that national law enforcement author- ities can access personal data held by telecommunication companies, as long as that access does not constitute a serious infringement of privacy. In particular, the court argued that ac- cess to basic subscriber information, as necessary to investigate and prose- cutor minor offenses, was justifiable. Furthermore, at the time of writing there are ongoing cases before the CJEU relating to data retention.

Data retention laws are not limited to the EU. For example, on July 1, 2018 the so-called ‘Yarovaya laws’, which introduce requirements for Russian internet and telecommunication com- panies to store user correspondence for six months, entered into force in Russia. The requirements only apply to companies listed on the register of information disseminators on the in- ternet, which does not include foreign internet platforms.

---
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3.2.3.2 Encryption and backdoors

On August 17, 2018, it was reported that the US Department of Justice had asked Facebook to break the encryption in its Messenger app, in order for law enforcement officials to be able to listen to a suspect’s voice conversations. Such requests occur both domestically and across borders. Obvious jurisdictional issues arise in the latter situation, but domestic requests may also have transnational implications, as they can set precedents for requests by other states.

The refusal to adhere to state decryption may result in services being blocked in certain countries, as well. For example, on May 1, 2018, it was reported that Iran’s judicial authorities had ordered the encrypted messaging service Telegram to be blocked in the country. Iran’s judiciary justified the ban by stating that Telegram was used to promote propaganda against the establishment, encourage terrorist activities, spread lies to incite public opinion, spark anti-government protests and distribute pornography. On May 5, 2018, in a post on Instagram, Iran’s President Hassan Rouhani criticized the ban, indicating that it was not originated by his government.

There is a long-standing discussion about encryption, but it is mainly carried out on a national level. There is a clear need for greater cooperation and coordination on a transnational level. Concerns about the impact of encryption on law enforcement efficiency have been raised for some time. Encryption technologies are now cheap and widespread, and the encryption of communication and stored data is indisputably an obstacle for the detection, prevention and investigation of criminal activity. Absent further analysis, it may seem obvious to provide law enforcement with backdoors that allow decryption, or to even ban the encryption of communications and data altogether.

To see the problems with such simplistic approaches, one need only consider the extent to which our daily activities rely on the encryption of stored data and communications. Imagine doing online banking without encryption, or making a purchase online with an unencrypted credit card number. Imagine logging into your hotel booking site, airline miles program, or email account without your credentials being protected by encryption. In short, much of what we do online depends on encryption.

As repeatedly noted in the encryption debate, there is broad industry agreement that third-party access to encryption keys – such as law enforcement backdoors, or other mechanisms that undermine encryption – weakens encryption for all users, including those not targeted by the law enforcement agency. Despite this, the debate continues to be framed in overly simplistic terms.

In the aftermath of the 2015 mass shooting in San Bernardino, California, the Federal Bureau of Investigation (FBI) sought access to one of the offenders’ password-protected iPhone 5C. The phone in question used iOS 8 operating system, which had advanced security features, including encryption. Apple claimed that it could not break the encryption without creating a backdoor, but the FBI wanted the company to alter the System Information File (SIF), which would facilitate circumvention of the phone’s security features. Apple refused. This confrontation ended when the FBI managed to access the iPhone with third party assistance – reportedly from outside the US. However, this conclusion did little to resolve the important legal, ethical and technical, debate to which the case gave rise.

Second, as previously noted, Australia’s controversial Telecommunications and Other Legislation Amendment (Assistance and Access) Bill 2018 received Royal Assent and became law in December 2018. The law has gained worldwide attention due to its far-reaching negative impact on encryption. For example, Access Now noted that:

“The legislation would allow the Australian government to issue secret orders to compel companies and providers to do ‘acts or things’ to comply with lawful orders to provide information. That could mean guaranteeing access to otherwise secure messaging platforms like WhatsApp. [...] The impact that this will have on companies small and large cannot be enumerated. It will undoubtedly undermine user trust in their products and services not only in Australia but around the world.”

As alluded to in this quote, the central jurisdictional issue in the encryption debate stems from the fact that, as the same products are adopted by


users in multiple countries, if one state takes steps to undermine the encryption used in those products, it effectively weakens encryption for users in all states in which the product is used. There are also many parallels between the jurisdictional and procedural issues that arise in situations where law enforcement agencies seek access to data held by private parties, such as internet intermediaries (discussed above in Chapter 3.2.2), and those that arise in the context of encryption and backdoors. Considering the above, we can expect the debate about encryption to persist for the foreseeable future, and for more initiatives to appear. On October 6, 2017, for example, the prosecution offices of France, Belgium, Spain and Morocco released a common declaration expressing their desire for legislations to allow judicial authorities, with respect to strict procedural guarantees, to have access to encrypted data when lives are at stake, such as in the case of terrorism.403 In July 2019, the Five Eyes Security Alliance of US, UK, Australia, Canada and New Zealand reportedly also called on tech companies to allow law enforcement to access encrypted material.405

“The central jurisdictional issue in the encryption debate stems from the fact that, as the same products are adopted by users in multiple countries, if one state takes steps to undermining the encryption used in those products, it effectively weakens encryption for users in all states in which the product is used.”

3.2.4

Cybersecurity

Work on ensuring an adequate degree of cyber security is typically conducted on a national level. This is natural considering the strong link, and indeed overlap, between cybersecurity and national security. At the same time, though, given that cybersecurity threats often originate from abroad and that several states may be affected by the same cyber threat, the international dimension is undeniable, and international cooperation is both natural and necessary. The need for international cooperation is augmented by the degree to which states use hardware and software originating in other states.

Some examples of international cooperation include:

The Asia-Pacific Computer Emergency Response Team (APCERT), which is a group of leading and national Computer Emergency Response Teams (CERTs) and Computer Security Incident Response Teams dedicated to the protection of national infrastructure in the Asia-Pacific. Further, the ASEAN region is increasingly coordinating its efforts to reinforce regional cybersecurity.405

In December 2018, the European Parliament, the Council and the European Commission reached a political agreement on the EU Cybersecurity Act.406 That Act is now in force.407 Further, the EU’s Directive on security of network and information systems (the NIS Directive) entered into force in August 2016.408 Member States had to transpose the Directive into their national laws by 9 May 2018.

Mutually Agreed Norms for Routing Security (MANRS), a global initiative supported by the Internet Society. It provides crucial fixes to reduce the most common routing threats; in December 2018, the number of network operators that have agreed to MANRS surpassed 100.\textsuperscript{409}

In June 2018, the Global Partners Digital published its report titled Multistakeholder Approaches to National Cybersecurity Strategy Development.\textsuperscript{410}

At the 2018 Internet Governance Forum, French President Macron launched the Paris Call for Trust and Security in Cyberspace.\textsuperscript{411}

The United Nations Group of Governmental Experts (UN GGE) on Developments in the Field of Information and Telecommunications in the Context of International Security has been working for some time on norm setting in cyberspace.\textsuperscript{412}

The Global Commission on the Stability of Cyberspace, which seeks to set consistent norms related to the security and stability of cyberspace.\textsuperscript{413}

Led by Russia and China, the members states of the Shanghai Cooperation Organisation (SCO) are pursuing the development of universal international norms, rules and principles concerning responsible behavior of states in the information space: “Specifically, in 2015 China distributed an updated version of the Rules of Conduct in the Field of International Information Security on behalf of the SCO member states as an official UN document.”\textsuperscript{414}

The Organization for Security and Co-operation in Europe has undertaken work, organized events,\textsuperscript{415} and issued Decisions in the field of cybersecurity.\textsuperscript{416}

The Cybersecurity Initiative by New America, which aims to build an International Cyber Network to publish on cybersecurity issues.\textsuperscript{417}

The Carnegie Endowment for International Peace carries out a range of initiatives in the cybersecurity sphere.\textsuperscript{418}

At the same time, international cooperation should not be unconditional merely because it falls under the banner of cyber security, or indeed cybercrime. For example, China’s Cybersecurity Law became effective in June 2017, and speculations that the law would be used extensively for political purposes have thus far proven true: “Since the law took effect, over 40 percent of the enforcement actions were to remove ‘politically harmful contents,’ and less than 3 percent were for protecting the ‘rights and interests of the internet user.”

Thailand’s recently approved Cybersecurity Law is also controversial with some reported concerns about provisions permitting the government access to user data in a “national emergency.” Observers who have followed the law’s development closely have warned that, while the law is driven by good intentions it overreaches in several respects. This is part of a broader concern about international mechanisms for law enforcement cooperation being abused for the purpose of politically motivated persecution of dissidents.

A December 2018 POLITICO article, for example, outlines how “the international policing system has already been hijacked by autocrats like Russian President Vladimir Putin who are using it to crack down on their critics and have powerful Western allies to help them.”

The need for appropriate due process safeguards cannot be overstated. Furthermore, cybersecurity considerations are often the source of forced data localization requirements (discussed further in Chapter 4.2.7), and sometimes of ‘rep localization’ requirements, as well (discussed further in Chapter 4.1.3). For example, on November 2, 2018, the Vietnamese government released a draft decree on guidelines to implement its Law on Cybersecurity No. 24/2018/QH14 (‘the Cybersecurity Law’), which was approved on June 12, 2018. The law requires service providers to establish a local office and comply with data localization requirements.

On February 24, 2018, it was reported that Apple would begin storing Chinese iCloud accounts and encryption keys in China from February 28, 2018, marking a change in its previous policy of only storing encryption keys in the US. The decision to store Chinese iCloud data on servers owned and operated by state-run Chinese company Guizhou-Cloud Big Data (GCBD) was explained as being necessary to comply with a data localization requirement in the country’s Cybersecurity Law, introduced on June 1, 2017.

The internet was not constructed with security in mind. In that sense, cyber security is always going to be an afterthought, unless the internet is fundamentally changed. On the positive side, however, there is undoubtedly an increasing awareness of the risks involved, and that awareness is translating into greater preparedness to address those risks. For example, on 9 October 2019, the EU released a risk assessment of 5G networks security. Nevertheless, the scale and severity of the cybersecurity challenge should not be underestimated. The immediate future, at least, appears rather gloomy, with no end in sight to the constant ‘cat-and-mouse game’ between attackers and those seeking to ensure cybersecurity.

In this context, one interviewed expert made the point that infrastructure originally set up by criminals for criminal activities is now being adopted by state-sponsored activities aimed at, for example, election fraud, fake news and hate speech. This, the expert stressed, is a major challenge for the cybersecurity industry.

“The need for appropriate due process safeguards cannot be overstated.”

---


3.2.4.1 Data breaches – a modern trans-border plague

In 2017, a major data breach at Equifax affected more than 100 million credit users worldwide, underscoring global implications that are relevant to cross-border legal challenges online. With user data flowing across borders, the impact of a data breach in one country is rarely contained to that country. Users around the globe are affected, making it difficult for people to know whether their data has been leaked. Data breaches often involve the data of data subjects in multiple states, resulting in complex jurisdictional issues.

Data breaches occur for a variety of reasons. Systems could be hacked, as discussed below, or human error could be at fault. In December 2018, for instance, it was reported that a German user of Amazon’s Alexa voice assistant got access to more than a thousand recordings from another user because of a human error by the company.427 Examples like this are commonly reported, and it is reasonable to suspect that numerous other incidents go unreported. These examples also illustrate the fact that small errors can have huge implications.

Other data breaches may arise in situations where individuals feel that the public deserves to know about confidential data. The many publications of leaked data on sites such as WikiLeaks fall into this category.

3.2.4.2 Hacking – a constant multilevel threat

As with most criminals, those who engage in hacking – whatever the purpose – may benefit from the cross-border legal challenges on the internet insofar as jurisdictional boundaries may impede effective detection, prevention, investigation and prosecution. As a result, successful prosecution is rare. Nevertheless, cross-border charges are sometimes filed, as when the US indicted a group of Chinese hackers who had “conspired to steal sensitive commercial technological, aviation, and aerospace data by hacking into computers in the United States and abroad.”428 Hacking is carried out for a range of different reasons, ranging from financial reasons and curiosity to terrorism and military purposes. As emphasized earlier, it is often difficult to distinguish between civil and military hacking, due, in part, to difficulties in ensuring accurate attribution. Attackers often target the weakest points of a system, as well. For example, attempts to infiltrate national security and defense structures often target the networks of defense-affiliated organizations such as commercial contractors, rather than directly targeting government networks, which are typically more secure.429

As noted in a recent report, cyber espionage poses the most advanced threat to the private sector, and is carried out for a variety of reasons; “while it is generally associated with the theft of intellectual property, cyber espionage may also include the theft of other commercially sensitive information such as company negotiation strategies or business plans.”430

3.2.4.3 Foreign storage of e-government data

The move toward e-government solutions gives rise to the same types of cybersecurity issues that arise in e-commerce. But while the provider of an e-commerce website may suffer financially if the website becomes unavailable, the outage of e-government solutions may risk paralyzing society.

This places particularly high cybersecurity requirements on e-government solutions. In addition, e-government solutions must be structured in a sufficiently robust manner to allow a government to continue operating in a state of emergency, including during an invasion by a foreign power. For example, Estonia – which has been a pioneer in the e-government sphere – has stated that to “support the Estonian ‘digital’ independence and uninterrupted operation of public IT services in state of emergency there is a long-term plan to establish e-embassies out-
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side Estonia in friendly foreign countries.\textsuperscript{431} Estonia and Luxembourg have reached an agreement under which Luxembourg will host an Estonian ‘data embassy’, which will have the same protection and immunity as traditional embassies.\textsuperscript{432} This type of agreement is likely to become more common, and it gives rise to complex jurisdictional considerations. In the case of disputes, for instance, data stored abroad may become subject to jurisdictional claims by the host state. Nevertheless, the arrangement is an interesting example of ‘reverse extraterritoriality’; in effect, Luxembourg cedes certain rights it otherwise would hold over the territory on which the ‘data embassy’ is constructed.

3.3 Economy

In the economic coat the cross-border application of territorially based intellectual property rights, taxation, and emerging technologies such as the Internet of Things and blockchain. In the context of expression and security, as discussed above, the role of internet intermediaries is being re-examined. In fact, with regard to the economy, there seems to be a more profound change in attitudes toward internet platforms.

Although it was not always the case, economical activities are now a natural and important part of the online environment. For example, it has been estimated that at least half of all trade in services is supplied via the internet\textsuperscript{433}; and the World Economic Forum has estimated that the overall economic value of digital transformation to business and society will exceed 100 trillion US dollars by 2025.\textsuperscript{434} Indeed, even when offered free of monetary charges, most online uses and activities are commercial to a significant extent due to the ‘data economy’.

The significance of the internet’s economic dimension will continue to increase over the coming years, due to what has been termed Industry 4.0. That is:

‘the next phase in the digitization of the manufacturing sector, driven by four disruptions: the astonishing rise in data volumes, computational power, and connectivity, especially new low-power wide-area networks; the emergence of analytics and business-intelligence capabilities; new forms of human-machine interaction such as touch interfaces and augmented-reality systems; and improvements in transferring digital instructions to the physical world, such as advanced robotics and 3-D printing’\textsuperscript{435}

The digitalization of the economy – via access to an open internet and constant technological developments – is a driving force for growth. It enables companies, and particularly SMEs, to compete on the world stage and create new opportunities in developing, ordering, producing, marketing or delivering their products and services. However, the ability to reach customers all over the globe at a faster pace and lower cost than ever before remains dependent upon a manageable regulatory environment.

“The ability to reach customers all over the globe at a faster pace and lower cost than ever before remains dependent upon a manageable regulatory environment.”

Several surveyed and interviewed experts emphasized that complying with often complex laws from multi-
Cross-border trade on the internet also has the potential to be an equalizer between the developed and developing world. Cross-border trade on the internet also has the potential to be an equalizer between the developed and developing world, as it allows developing countries to bypass some of the steps today's developed countries had to go through. Yet, while the potential advantages are great, so are some of the obstacles.

One surveyed expert noted that even the fear of the legal difficulties associated with cross-border internet activity deters people in developing countries from engaging in such activities. Further, one interviewed expert noted that the main difficulty facing developing countries is the significantly faster pace at which the internet evolves today, compared to the past. The pace of change in the regulatory environment and its complexity – due, in large part, to an increased regulatory appetite and extraterritoriality – is increasing, as well. However, the survey also revealed a marked difference in attitudes among surveyed experts from different regions. Both surveyed and interviewed experts emphasized that poverty, skill levels, illiteracy, language barriers, political instability, lack of investors and poor ICT infrastructure are bigger concerns in regions such as Africa and some parts of Latin America, than are the legal cross-border challenges. Surveyed and interviewed experts also observed that much of the online activity in developing countries is local in nature, and therefore, confronts the complexity of cross-border legal challenges on the internet less often. Experts also raised the point that developing countries are often not part of, and indeed not even aware of, agreements and other regulatory developments discussed or concluded among developed countries. Experts observed that developing countries experience difficulties when seeking to apply their laws in an extraterritorial manner that affects developing countries, including businesses and persons in developing countries. There is also a perception that, compared to developed countries, developing countries have less of a say in the approaches taken by major internet actors. This sense of disempowerment is a clear trend, and arguably pressures developing countries to choose between existing, partially competing approaches (e.g., between a 'Western approach' promoting democratic values and a Chinese 'digital sovereignty' approach) rather than having the opportunity to develop their own approaches.

Taken together, this suggests that although the complexity of cross-border legal challenges on the internet is an important barrier for developing countries entering the global digital economy, it is just one of several – and perhaps not the most acute. Yet, there is no doubt that, once the more pressing challenges have been addressed, the full impact of the cross-border legal challenges will inevitably be felt, unless they can be alleviated in advance.

Cross-border legal challenges on the internet are a significant barrier for developing countries

In the survey study, 54% of surveyed experts ‘agreed’, or ‘strongly agreed’, that the complexity of cross-border legal challenges on the internet is a significant barrier for developing countries entering the global digital economy. 37% ‘neither agreed nor disagreed’, and only 8% ‘either disagreed, or ‘strongly disagreed’, that the complexity of cross-border legal challenges on the internet is a significant barrier for developing countries entering the global digital economy.

These figures were largely consistent across the different regions and stakeholder groups. Some, however, asserted that the complexity of cross-border legal challenges on the internet is not so much a barrier for SMEs entering the global digital economy, as it is a barrier for SMEs seeking growth in the global digital economy.

Cross-border legal challenges on the internet are a significant barrier for Small and Medium Enterprises (SMEs)

89% of surveyed experts ‘agreed’, or ‘strongly agreed’, that the complexity of cross-border legal challenges on the internet is a significant barrier for SMEs entering the global digital economy. 23% ‘neither agreed nor disagreed’, and only 10% either ‘disagreed, or ‘strongly disagreed’.

One surveyed expert noted that even the fear of the legal difficulties associated with cross-border internet activity deters people in developing countries from engaging in such activities. Further, one interviewed expert noted that the main difficulty facing developing countries is the significantly faster pace at which the internet evolves today, compared to the past. The pace of change in the regulatory environment and its complexity – due, in large part, to an increased regulatory appetite and extraterritoriality – is increasing, as well. However, the survey also revealed a marked difference in attitudes among surveyed experts from different regions. Both surveyed and interviewed experts emphasized that poverty, skill levels, illiteracy, language barriers, political instability, lack of investors and poor ICT infrastructure are bigger concerns in regions such as Africa and some parts of Latin America, than are the legal cross-border challenges. Surveyed and interviewed experts also observed that much of the online activity in developing countries is local in nature, and therefore, confronts the complexity of cross-border legal challenges on the internet less often. Experts also raised the point that developing countries are often not part of, and indeed not even aware of, agreements and other regulatory developments discussed or concluded among developed countries. Experts observed that developing countries experience difficulties when seeking to apply their laws in an extraterritorial manner that affects developing countries, including businesses and persons in developing countries. There is also a perception that, compared to developed countries, developing countries have less of a say in the approaches taken by major internet actors. This sense of disempowerment is a clear trend, and arguably pressures developing countries to choose between existing, partially competing approaches (e.g., between a ‘Western approach’ promoting democratic values and a Chinese ‘digital sovereignty’ approach) rather than having the opportunity to develop their own approaches.

Taken together, this suggests that although the complexity of cross-border legal challenges on the internet is an important barrier for developing countries entering the global digital economy, it is just one of several – and perhaps not the most acute. Yet, there is no doubt that, once the more pressing challenges have been addressed, the full impact of the cross-border legal challenges will inevitably be felt, unless they can be alleviated in advance.
In addition to what is discussed below, numerous other initiatives and developments should be noted:

In **July 2019**, the Hague Conference on Private International Law concluded its Convention on the Recognition and Enforcement of Foreign Judgments in Civil or Commercial Matters (the Judgments Project).\(^{436}\) Although it is too early to assess its implications, this is clearly an instrument of tremendous potential. In addition, the Hague Conference’s 2015 Principles on Choice of Law in International Commercial Contracts,\(^ {437}\) and 2005 Convention on Choice of Court Agreements\(^ {438}\) are of direct relevance for online commerce.

**APEC** has launched a project aimed at identifying global trends in digital trade as well as opportunities and challenges to enabling SMEs to harness and benefit from digital trade. The project will also make recommendations to APEC on how to help SMEs take advantage of opportunities brought about by digital trade,\(^ {439}\) and a report was published in **June 2019**.\(^ {440}\)

In **July 2018**, the **UN** Secretary-General convened a High-Level Panel on Digital Cooperation. The outcome will be a report that aims to raise awareness on the impact of digital technologies on the economy and society, and present proposals for improvements to cooperation.\(^ {441}\)

The **UN Conference on Trade and Development (UNCTAD)** has demonstrated that **145 countries** (of which 104 are classed as developing or transition economies) have enacted e-transaction laws that recognize the legal equivalence between paper-based and electronic forms of exchange.\(^ {442}\)

The **World Economic Forum** is pursuing a variety of projects, such as its Digital Transformation Initiative, which aims to provide a base of evidence and a common language for public–private collaboration focused on ensuring that the benefits of digital transformation are fairly and widely shared.\(^ {443}\) Its Digital Trade Project supports the development of policy frameworks that maximize the benefits of digital trade and data flows.\(^ {444}\) In **2017**, the World Economic Forum published a white paper titled Making Deals in Cyberspace: What’s the Problem?, which aims to build the knowledge of current e-transaction and e-signature rules.\(^ {445}\) That paper concluded that: “While many countries already have baseline e-transaction laws in place […], divergences in details are manifest and do not always address cross-border aspects.”\(^ {446}\)

---


At the G20 meeting in Düsseldorf, Germany in 2017, the Ministers with responsibility for the digital economy issued the G20 Digital Economy Ministerial Declaration (or the Dusseldorf Declaration), which includes a Roadmap for Digitization setting out policies for the digital economy and the G20 Priorities on Digital Trade.447

In 2017, the OECD released its biennial report on emerging challenges and opportunities for the digital economy: the OECD Digital Economy Outlook 2017.448 The OECD has also established an Advisory Group on Measuring GDP in a Digitalized Economy.449

The World Economic Forum is also involved in a joint Enabling E-Commerce Initiative with the World Trade Organization and the Electronic World Trade Platform. The initiative seeks to encourage high-level discussions on how e-commerce policies can benefit SMEs.450

The Global Forum on Cyber Expertise considers what countries, international organizations and private companies can do to exchange best practices and initiatives on cyber capacity building.451 The International Telecommunications Union (ITU) has similarly considered capacity building for the digital economy.452

The World Trade Organization (WTO) engages with the digital economy from a variety of angles. As early as 1998, the WTO recognized that global electronic commerce was growing and creating new opportunities for trade, and it responded by adopting its Declaration on Global Electronic Commerce.453 Several other initiatives may be noted,454 as well. The Doha Declaration endorsed the work already done on electronic commerce, and instructed the General Council to consider the most appropriate institutional arrangements for handling the work program, and to report on further progress to the Fifth Ministerial Conference.455


---

3.3.1 Intellectual property

Several cross-border legal challenges on the internet relate to intellectual property issues. A 2013 study by the Fordham Center on Law and Information Policy found that a majority of the seminal internet jurisdiction cases in the US centered on disputes regarding intellectual property. Of those cases, 43% related to trademarks, 20% related to copyright and 9% related to patents. 456 The field of intellectual property has sparked many of the earliest internet jurisdiction cases, including the well-known Zippo case, 457 in which the Court devised the famous ‘sliding scale’ test (see Chapter 2.2.5), and cross-border intellectual property matters continue to generate challenges today. These challenges relate, for example, to obstacles for effective enforcement of intellectual property rights, the balancing of such rights against other rights (e.g., data privacy and freedom of expression), and scope of jurisdiction issues such as those that came before the Supreme Court of Canada in the Equustek case. 458 In that case, the court reaffirmed the injunction from a British Columbia judge forcing Google to remove search results globally, rather than just within the Canadian territory, 459 but the dispute continued well beyond the Supreme Court of Canada’s June 2017 decision. 460 As recently as April 2018, the Supreme Court of British Columbia, Canada issued a decision denying Google’s request to change an injunction requiring it to delist search engine results globally in the Equustek case. 461 Moreover, the role of internet intermediaries in preventing, detecting, investigating, and taking legal action in response to intellectual property infringements has gained considerable attention – in addition to questions of their liability. Indeed, there are several recent examples of this attention, including the German Federal Court of Justice’s decision, in September 2018, to refer a case to the CJEU over whether YouTube can be held liable for hosting copyright-infringing videos. 462 In some jurisdictions, the courts have determined that providers are not liable for infringing content. For example, the Swiss Supreme Court recently ruled that internet service providers could not be required to block websites that include copyright-infringing movies. 463 Also, the Austrian Appeals Court overturned a previous decision to find YouTube not liable for copyright-infringing material on the basis that YouTube does not have an ‘active role’ in copyright infringement. 464 In other jurisdictions, courts have held video sharing platforms (in Italy) and media organizations (in Australia) to be liable for the content uploaded by users. 465 Indian courts have found that the question of whether an e-commerce platform is an ‘intermediary’ (and therefore, protected by safe harbor provisions in Indian law), depends on whether they played only an inactive or passive role in the marketing and selling process. In the case of Christian Louboutin SAS vs Nakul Bajaj and Ors, 466 the platform was held


458. Google Inc v Equustek Solutions Inc 2017 SCC 34.


to be liable as taking an active role in the marketing and sale of infringing products. An additional initiative is the proposed amendments to Russia’s copyright law, which would allow rights-holders to order web hosts to block sites with pirated material without a court application if there is no response to take-down requests. The frequency with which internet jurisdiction issues arise in the context of intellectual property may not be surprising given the contrast between the strongly territorial nature of intellectual property rights, on the one hand, and the global nature of the internet, on the other. As pointed out by one surveyed expert, trademark rights are determined and limited by each jurisdiction, which establishes, within its own territorial limits, the prerequisites for trademark protection and the standards for infringement and defenses, such as when a trademark cannot be a basis for excluding others from using it, for example, as functional, fair use, or generic. A trademark may, therefore, be valid or famous in one jurisdiction, but not in another. Enabling one jurisdiction to determine the global enforceability of a trademark is thus at odds with the territorial basis of trademark rights. At the same time, it has been observed that intellectual property rights “cannot be linked to a precise physical and geographical territory, but rather are social and universal phenomena.”

And that the “risk of transnational misappropriation of IPRs raises a number of issues of how to protect these rights universally, exposing the territorial principle to increasing doubts.”

### Within this context, several initiatives should be noted:

The EU Directive on Copyright in the Digital Single Market (2018 EU Copyright Directive) was adopted by the European Parliament in March 2019 and is designed to update copyright laws for the digital environment. Article 13 of the proposed directive controversially requires websites such as YouTube, Google and Facebook to take ‘appropriate and proportionate’ measures to prevent users posting unauthorized copyright content (known as the filtering measure or, by some critics, the “memeban”). As far as the EU is concerned, attention should also be directed at the Directive on the enforcement of intellectual property rights (IPRED) such as copyright and related rights, trademarks, designs or patents that was adopted in April 2004 and evaluated in 2017.


In 2010, the International Law Association established a Committee on Intellectual Property and Private International Law. The work of the Committee is ongoing.

Numerous institutions, such as the Centre for International Intellectual Property Studies (CEIPI) at the University of Strasbourg, provide detailed commentary on upcoming reform in this area.

The well-known ICANN Uniform Domain-Name Dispute Resolution Policy (UDRP) adopted by ICANN-accredited registrars in all gTLDs, is a longstanding tool to resolve intellectual property disputes in the domain name sphere (such as cybersquatting).
3.3.1.1 Aggressive cross-border acquisition of intellectual property

With intellectual property being one of the key safeguards for protecting innovation, it is unsurprising that fierce competition would arise around it. There is a clear cross-border dimension in this context, as different states compete to obtain innovation-driven advantages as the world heads toward an era of Industry 4.0. To put it simply, claims of jurisdiction facilitate control over intellectual property, which in turn, enables control over innovation potentially leading to economic, societal and military advantages.

“To put it simply, claims of jurisdiction facilitate control over intellectual property, which in turn, enables control over innovation potentially leading to economic, societal and military advantages.”

Much of the current debate in this field has centered on the relationship between the US and China. In 2015, then-US President Obama met with Chinese President Xi Jinping and reached agreement on a range of matters. Among other things, the two countries agreed “that neither country’s government will conduct or knowingly support cyber-enabled theft of intellectual property, including trade secrets or other confidential business information, with the intent of providing competitive advantages to companies or commercial sectors.”478 Yet, the US remains concerned that China unfairly facilitates the systematic acquisition of US companies by Chinese companies in order to obtain cutting-edge intellectual property rights. Furthermore, the US asserts that China conducts and supports hacking aimed at gaining access to sensitive commercial information and trade secrets of US companies.479 The US has also pointed to how “China uses foreign ownership restrictions, such as joint venture requirements and foreign equity limitations, and various administrative review and licensing processes, to require or pressure technology transfer from US companies.”480 Similar concerns about China’s approach have been raised, for example, in Australia, New Zealand, Japan, Canada and the EU.481 Concerns about China’s aggressive acquisition of intellectual property are part of a bigger picture – one where multiple states are fighting for advantages through technological superiority. The seriousness of this situation should not be underestimated, as the risk of escalation is obvious. As the largest states pursue technological superiority, there is an obvious risk that smaller states and developing states, in particular, will be used as pawns in this high-stakes game.

3.3.1.2 Copyright used to restrict speech with cross-border effect

On September 18, 2018, the Japanese Cabinet Office presented a draft report advocating for legislation that would allow websites to be blocked for offering access to copyright-infringing content. The proposition, which came after the government asked ISPs to voluntarily block websites upon notice in April 2018, is controversial, and has been described as contrary to constitutional safeguards for freedom of speech.482 Japan’s controversial plans to amend copyright laws to criminalize the unlicensed downloading of all copyrighted content were abandoned in March 2019.483 This is merely one example of the potential for clashes between copyright...
enforcement and the freedom of expression. As one interviewed expert noted, there are numerous examples of copyright laws being used as a tool to restrict content otherwise protected by freedom of expression.

The factually complex US Garcia case is an explicit example of this. In this case, an actress cast in a minor role in a film sought to prevent the publication, on YouTube, of another film that incorporated her scenes. Having failed to secure the content removal on other grounds, the actress sought, and was initially granted, a global takedown based on her alleged intellectual property rights in her performance. The courts addressing the matter never considered the transnational dimension of the case, though, the decision was later overturned on copyright-related grounds.

Another example with potential freedom of expression implications is a proposal from FairPlay Canada to establish a not-for-profit organization that would identify websites that engage in copyright piracy and require ISPs to block access to those websites. The Canadian Radio-Television and Telecommunications Commission rejected the proposal in October 2018. As some interviewed experts stressed, copyright law is not uniform globally. Thus, where copyright law is used as the basis to remove content globally, content that is legal in some countries may be removed under laws where it is not lawful.

Some interviewed experts described controversial revisions to the EU Copyright Directive as granting expanded power to copyright holders, which could be abused to limit freedom of expression. The impacts of filtering measures in Article 13 of the 2018 draft EU Copyright Directive may be noted in this context. Another example is found in Tanzania’s Electronic and Postal Communications (Online Content) Regulation 2018, which regulates content posted online with offenses for failing to remove content and imposes fees for bloggers and online media. Some interviewed experts also said copyright law could be used to suppress technology development and freedom of association.

3.3.1.3 Evolution of WHOIS, and its use by law enforcement and copyright associations

The WHOIS system – overseen by the internet Corporation for Assigned Names and Numbers (ICANN) – allows users to identify the registered owner of any given domain. As such, it has served as a valuable tool for a wide range of actors, including law enforcement and copyright associations – and, unfortunately, scammers and spammers.

But the information available on the WHOIS system has recently changed due to requirements outlined in the EU’s GDPR, with registrars redacting personal information through their automated system.

![WHOIS lookup](Figure 1. WHOIS lookup of the domain researchgate.net as of January 2019.)

---

This will impact the enforcement of intellectual property rights, including in instances where a rights holder seeks to take action against websites offering infringing content or goods. Yet, it has also been suggested that the WHOIS system is of limited use in pursuing copyright infringements. This is partly due to the fact that much of the information in the system is inaccurate, but also because the IP WHOIS tool, which shows who owns or controls a specific IP address, is generally more useful for this task.

This situation highlights the interpenetration of the three fields of focus in this Report: expression, economy and security. Here, a decision on data privacy (expression) in one region has quite unintended consequences on both economy and security on a global scale. This is a useful reminder of the need for coordination, cooperation and careful legal drafting.

### 3.3.2

**E-commerce, competition law, marketing restrictions and consumer protection**

Electronic commerce (e-commerce) comes in different forms, with a classic distinction between business-to-business (B2B) transactions, business-to-consumer (B2C) transactions and consumer-to-consumer (C2C) transactions. There is an emerging trend of regulators and legislators adopting tougher attitudes toward internet platforms when it comes to consumer protection. There are also early indications that internet companies’ choice of forum and law clauses to impose on their users are not being enforced. Together, these two trends may have a significant impact in years to come.

An underlying and recurring theme in cross-border e-commerce is the need to balance predictability and flexibility. Predictability – for example, in the form of applicable laws and the geographic scope of jurisdiction – is necessary for business to confidently engage in e-commerce. This is particularly true given that e-commerce is characterized by both global markets and local laws.

> “There are early indications that internet companies’ choice of forum and law clauses to impose on their users is not being enforced.”

At the same time, parties that typically enter into transactions from a relatively weaker position, such as consumers, may require a high degree of flexibility so that the law accounts for their interests, over the predictable choices of court and law clauses by businesses. In some legal systems, consumers can rely upon the law and jurisdiction of their home country in their cross-border dealings with business, provided that certain criteria are met.\(^\text{488}\) This degree of consumer protection is still rare, however, even though consumer protection laws are relatively common. A study by the UN Conference on Trade and Development (UNCTAD) illustrated that 97 of the 125 countries for which data could be accessed had adopted consumer protection legislation that related to e-commerce.\(^\text{487}\)

Of these, 61 were classed as developing or transition economies. However, the same study showed that it was not possible to obtain data for an additional 67 countries, which was interpreted to mean that online consumer protection in those countries is not being fully addressed. The incidence of consumer protection laws was shown to be particularly low in Africa.

The International Consumer Protection and Enforcement Network published an open letter to businesses in the digital economy on the importance of standard terms and conditions for consumers.\(^\text{488}\)

---

\(^{486}\) See e.g.: Regulation (EU) No 1215/2012 of the European Parliament and of the Council of 12 December 2012 on jurisdiction and the recognition and enforcement of judgments in civil and commercial matters (Brussels I bis), Article 18, as exemplified in Joined cases C- 985/08 Peter Pannier v. Reederei Karl Schlüter GmbH & Co KG and C- 144/09 Hotel Alpenhof GesmbH v. Oliver Heller.


3.3.2.1 Tougher attitude towards internet platforms in e-commerce and competition law

With most internet platforms being based in the US, any action against these platforms in other parts of the world gives rise to potentially complex jurisdictional considerations. Importantly, the major internet platforms have adopted different corporate structures, which means that the jurisdictional grounds that may be relied upon in one scenario may not be sufficient to establish jurisdiction in another scenario. Available jurisdictional anchor points also vary depending on the area of substantive law in question. For a long time, discussions on the regulation of digital platforms were predominantly concerned with ensuring that such actors were provided with sufficient protection to achieve their potential and blossom. Today, there are clear signs that the attitude towards internet platforms is hardening, both in industrialized and developing countries. In the context of marketing restrictions and consumer protection, for example, such an attitude is clearly visible in the Australian Competition and Consumer Commission (ACCC) inquiry into digital platforms. A further example is the 2018 EU Copyright Directive, which imposes greater responsibilities on certain digital platforms to stop users from copying copyright content. Additionally, the UN Internet Governance Forum’s Dynamic Coalition on Platform Responsibility is working to produce model contractual provisions for internet platforms, with the ultimate aim of protecting users’ human rights and enhancing platform responsibility. Another example of this hardening attitude was highlighted on August 1, 2017, when the Tanzanian Deputy Minister for Transport and Communications stated that the country should “guard against the misuse” of platforms like Facebook, Twitter and Instagram, “to make sure that while a person is free to say anything, there are mechanisms to hold them accountable for what they say.” In his statement, the Minister contrasted the American idea of unlimited freedom of speech online to the way China has regulated the internet, which includes blocking American social media platforms and “replacing them with their homegrown sites that are safe, constructive and popular.”

Another government initiative is the release by the French government of an interim mission report in May 2019 on the creation of a French framework to make social media platforms more accountable. One additional example can be seen in the December 2018 lawsuit filed by the US Attorney General against Facebook for a failure to protect its customers’ personal data, and for allowing the political data firm Cambridge Analytica to access users’ personal data. In July 2019, the Federal Trade Commission imposed a US$5 billion penalty on Facebook for violating consumers’ privacy. Regulatory action against Facebook for the Cambridge Analytica data breach was taken by other countries, including Italy and Canada. A tougher attitude towards internet intermediaries can also be seen in the field of competition law. For example, on July 18, 2018, the European Commission announced that it had fined Google €4.3 billion for breaking the EU’s antitrust laws, arguing that the company had abused its Android market dominance.

Further, in March 2019, the European Commission fined Google €1.49 billion for abusive practices in online advertising. The fact that further development may be expected in the EU is clear. For example,
in September 2019, it was reported that the European Competition Commissioner, Margrethe Vestager, saw reasons to 'introduce rules to specifically cover tech companies and their use of data'.

In February 2019, Germany’s antitrust office ruled that Facebook is abusing its virtual monopoly in social media by combining data from Instagram, WhatsApp and third party websites.

A further example of a stricter approach in this context is the December 2018 announcement that "India will ban e-commerce companies [...] from selling products from companies in which they have an equity interest." India published a Draft National e-Commerce Policy in February 2019, calling for increased protection of consumer rights and data localization.

In the US, anti-trust initiatives targeting the tech industry are being pursued both on a federal level, and on a state level. As at July 2019, the UK Competition and Markets Authority is reportedly investigating Facebook and Google’s advertising market dominance in the UK.

There are also moves to establish specific regulatory bodies. For example, the Japanese government reportedly plans to set up a regulatory body to examine the competitive practices of the major social media platforms and make anti-trust recommendations.

The UK House of Lords has released a ‘Regulating in a Digital World’ report recommending the creation of a Digital Authority to coordinate existing regulators.

Additionally, the US Federal Trade Commission announced in 2019 the launch of a Task Force to Monitor Technology Markets.

In December 2017, the OECD held a roundtable on the extraterritorial reach of competition remedies more broadly.

3.3.2.2 Specifically regulated industries

Certain products, and indeed certain industries, are subject to specific regulation, restrictions or bans. The sale of weapons, alcohol, narcotics, pharmaceuticals and hazardous chemicals are all examples of this. The provision of gambling services is another area associated with specific regulation.

This gives rise to particular issues in the online environment, given the ease with which products are bought and sold across borders. Particularly, the regulation of online pharmacies has gained a considerable degree of attention over the past years. The Brussel Principles on the Sale of Medicines Over the Internet bring attention to the numerous conflicting policy considerations at stake, for example:

1. The World Health Organization (WHO) estimates that over two billion people lack regular access to essential medical products;
2. Major public health concerns arise where quality control cannot be assured;
3. The marked actors include both legitimate online pharmacies and rogue operators; and
4. Cross-border competition may benefit availability and lower prices.

In such a landscape, international coordination and cooperation is a necessity.
3.3.2.3 Non-enforcement of choice of forum and choice of law clauses

Studies have repeatedly highlighted that consumers very rarely read the terms and conditions to which they arguably ‘agree’ – e.g., by clicking ‘I agree’ (so-called click-wrap agreements) or by merely using a website (so-called browse-wrap agreements). Some have cited this in questioning the validity of choice of forum clauses (determining where the parties can sue) and choice of law clauses (determining which country’s law will govern disputes between the parties) included in such agreements. This issue also arises in relation to clauses nominating arbitration as a mandatory dispute resolution process, especially in consumer contracts. In the Supreme Court of Canada’s June 2017 decision in Douez v. Facebook, Inc., the majority (4-3) of the Court held Facebook’s forum selection clause (which nominated a California court) unenforceable. The matter arose out of a data privacy case brought by a British Columbia resident against Facebook. Facebook had argued that disputes concerning its terms of use must be resolved in California, but the Supreme Court ruled otherwise, arguing that it would be more convenient to have Facebook’s books and records made available for inspection in British Columbia, rather than requiring the defendant to travel to California to advance her claim. In 2016, the CJEU was invited to consider whether Amazon EU’s choice of law clause was unfair under EU consumer law. Advocate General Saugmandsgaard Øe concluded that Amazon EU’s choice of law clause cannot override the option of litigating under the consumer’s home state law, as created by the Rome I Regulation. The clause cannot, therefore, be seen to unfairly exclude the consumer from exercising this option. However, the clause Amazon EU used may mislead consumers into believing that they do not have the right under the Rome I Regulation, and this potential to mislead makes the term unfair under relevant EU consumer law. This reasoning was also adopted by the Court. It is noteworthy that the same reasoning can be applied to any clause in a consumer contract where that term does not adequately reflect the provisions of mandatory law. It remains to be seen whether these developments are indicative of a trend against upholding choice of forum and choice of law clauses in online agreements, or whether adherence to so-called ‘party-autonomy’ – which ultimately presents users with unilaterally predetermined contractual terms on a take-it-or-leave-it basis – will be reaffirmed. As far as the EU is concerned, some clarity was gained from a case concerning the status of agreements by way of a pre-checked checkbox, which users must ‘unselect’ to refuse their consent. Advocate General Szpunar of the CJEU opined in March 2019, that such pre-checked boxes do not count as valid consent. On 1 October 2019, the CJEU ruled, that: “the consent referred to in those provisions [Article 2(f) and of Article 5(3) of Directive 2002/58/EC of the European Parliament and of the Council of 12 July 2002 concerning the processing of personal data and the protection of privacy in the electronic communications sector] is not validly constituted if, in the form of cookies, the storage of information or access to information already stored in a website user’s terminal equipment is permitted by way of a pre-checked checkbox which the user must deselect to refuse his or her consent.” The French data protection authority (CNIL) has also issued new Guidelines on Cookies and Tracking Devices to be consistent with the requirement for valid consent in the GDPR.

As noted by one surveyed expert, the complexity is augmented by the fact that there is no universal definition of who is a ‘consumer’.

---

517. Case C-191/15 Verein für Konsumenteninformation v Amazon EU Sàrl.
518. Case C-673/17 Planet49.
519. Opinion of Advocate General Szpunar in Planet49 (Case C-673/17).
3.3.3 Taxation – the intersection of jurisdictional complexities and national economy

Several surveyed and interviewed experts pointed to taxation as a particularly significant area of development for the coming years, and an area deserving detailed attention from a cross-border perspective. Jurisdictional complications arise, for example, due to the presence of multiple anchor points that can potentially be used for taxation purposes; taxation may be founded upon the location of users, (branch) offices, headquarters, servers, etc. Increasing attention is being directed toward the taxation of major internet platforms, in particular. Steps are also taken to ensure the effective collection of taxes online.522

Taxation is also an area in which we see an emerging trend of increased international cooperation. For example, in July 2018 the Joint Chiefs of Global Tax Enforcement (known as the J5) was announced.523 Comprised of authorities from Australia, Canada, The Netherlands, UK and US, the J5 aims to combat transnational tax crime through increased enforcement collaboration. Among other areas, their work will focus on cyber-enabled identity crime as a way to evade tax, and on cryptocurrencies on the Darknet. This brings attention to the connection between work on taxation on the one hand, and the investigation and prosecution of cybercrime – including asset confiscation – on the other hand.524 Jurisdictional issues are key concerns in this context.

The underlying issue is that as more transactions take place online, taxing traditional commerce will not generate as much revenue as it once did. If a government is to maintain its revenue levels, it must either increase the tax on offline transactions or tax online commercial activities. Much is at stake, and the debate about e-commerce taxation has sparked discussions aimed at a comprehensive reform of the international tax system. Some have argued against these points, maintaining that taxation slows down the internet's development in general, and e-commerce in particular. Bearing in mind the complex nature of the international tax system, there is an obvious risk that inexperienced traders will not comply with the law due to ignorance. While ignorance of the law is not a defense, as such, some form of reasonableness assessment may be appropriate. It has also been suggested that the slow pace of taxation development cannot keep up with the rapid development of technology, which risks leading to undesirable results.

3.3.3.1 Taxing data and the search for a new basis for taxation

As the OECD has noted, the international tax structures in operation today were designed more than a century ago. 525 Modernization, including the search for a new basis for taxation, is therefore, a natural development aimed at addressing base erosion and profit shifting (BEPS). In February 2019, the OECD released a Public Consultation Document: Addressing the Tax Challenges of the Digitalisation of the Economy. 526

The idea of taxing data is not new and considering the difficulties in applying traditional tax schemes to e-commerce and other online activities, a range of new tax schemes have been suggested. Common among all of these schemes is that they seek to tax the technology behind the transactions. More recent suggestions include taxation based on turnover, taxation based on offering services, taxation based on location, and taxation based on targeting, incorporation, or users served.

One of the most debated recent proposals is the European Commission’s now-stalled proposal for a digital services tax (DST). 527 The failure of this initiative to gain sufficiently broad support has driven individual EU Member States, such as France, to pursue their own tax reform initiatives. 528 The French digital tax initiative has been criticized by US technology companies who warn of increased prices and harm to the digital economy. 529 Australia’s Multinational Anti-Avoidance Law (MAAL), which came into effect on December 11, 2015, is another example of a recent tax reform initiative aimed at the technology sector. 530

Examples of developments in this field can be found from around the world. For example, on 9 September 2019, it was reported that Mexico is considering extending a sales tax to foreign online businesses. 531 Uganda, in a unique approach, has opted to pilot a scheme taxing its citizens’ use of social media platforms like Facebook, Skype, Twitter, and WhatsApp. 532 In Cameroon, the Finance Act 2019 contains a tax on software and application downloads produced outside the country. 533 Furthermore, numerous states in Asia – including Indonesia, 534 Singapore, 535 Thailand, 536 Vietnam, 537 and Malaysia 538 – are working on implementing e-commerce tax initiatives. It was reported in June 2019, that the G20 Finance Ministers agreed to develop rules to crack down on loopholes employed by global tech companies to reduce taxes. 539

3.3.3.2 Taxation and data localization

There are at least two points of connection between taxation and data localization. First, taxation may be a driving force for data localization (see further: Chapter 4.2.7) in cases where taxation is based on data location; that is, companies may choose to locate their data centers at specific locations in the pursuit of tax advantages.

Second, taxation may be a driving force for data localization in cases where countries’ tax laws require that certain tax and accounting records be held at the business’s premises. Some of these laws are recent. In April 2018, for example, the Reserve Bank of India released a directive mandating all entities to store payments systems data related to user transactions only within India’s national boundaries. 

The pronounced aim was to ensure better monitoring and unfettered supervisory access to data stored with payment system providers. Such laws, however, pre-date widespread use of cloud computing, and may in fact pre-date widespread internet usage. Nevertheless, it remains a fact that restrictions on access to payments systems and payment data can be used as tools of foreign policy.

3.3.4

Internet of Things (IoT) – everything transferring data everywhere

The concept of the Internet of Things (IoT) refers to situations where internet connectivity is extended beyond traditionally networked devices (such as computers and smartphones) to physical, previously unconnected objects (such as fridges, light bulbs and cars). While many aspects of the IoT remain to be crystalized, there is no doubt that the IoT revolution will cause a massive increase in cross-border flows of both personal and non-personal data, including machine-to-machine (M2M) data flows.

Interviewed experts made a range of interesting observations in relation to the IoT. For example, one interviewed expert pointed to the law enforcement benefits of being able to track vehicles even where they cross-borders. Another noted that the IoT may make attribution easier in criminal investigations. However, the same interviewed expert also remarked that if the data generated by the IoT is stored in the cloud – which is commonly the case – it will lead to an even greater volume of law enforcement requests for data.

Some interviewed experts noted that the IoT is prompting data-driven internet companies to expand into markets that were previously non-digital. Car manufacturing and water supply systems are two examples of this trend. This merging of offline and online spheres expands the role of data – including cross-border data flows – and will, one interviewed expert remarked, give rise to cross-border legal problems.

The IoT has seen a rapid advancement, and many aspects of it are already in operation. For example, McKinsey estimates that 127 new devices are connecting to the internet every second.

Nevertheless, the IoT still faces several challenges, and the business community seems ill-prepared. A 2018 PwC study, Global State of Information Security Survey, showed that only 34% of their surveyed experts “say their organizations plan to assess internet of things (IoT) security risks across the business ecosystem.”

Some of the key challenges facing the IoT include:

• security and privacy concerns;
• a lack of technical standards;
• product safety concerns;
• concerns about inadequate bandwidth;
• environmental sustainability concerns;
• control, responsibility and liability concerns;
• concerns about data ownership; and
• interoperability limitations.

Several of these concerns highlight the necessity of cross-border cooperation and coordination. Furthermore, as IoT development relies on faster mobile networks, the speed with which 5G networks become available is of great importance and may in fact set the pace for IoT uptake. In this, we find a convergence of several of the major topical trends discussed in the Chapter 3. The US-China trade conflict, involving both digital protectionism (Chapter 3.3.6.1) and aggressive cross-border acquisition of intellectual property...
(Chapter 3.3.1.1), has in part, centered on the business practices of Chinese tech giant Huawei. This, together with cybersecurity concerns (Chapter 3.2.4) about Huawei products have led some countries to ban the company’s products, and this is likely to delay the deployment of 5G, which is a necessary building block for widespread IoT adoption. This complex matrix of cross-border interests and concerns highlights the interconnectedness of the issues discussed in this Chapter. It also brings attention to the tension between rapid technological deployment on the one hand, and careful consideration of cyber security implications on the other.

Some notable initiatives and developments in the IoT sphere include the following:

In September 2019, the Internet Society published a policy brief on privacy and the Internet of Things.543

Responding to the call of stakeholders engaged in the Internet & Jurisdiction Policy Network, a one-day workshop on the Internet of Things was organized in Berlin, Germany in April 2019. The meeting aimed to help frame and foster a common understanding of the cross-border legal challenges with regards to the Internet of Things, explore the need for and benefits of multistakeholder coordination and cooperation, and explore potential avenues for developing operational solutions and policy standards to handle the new cross-border legal challenges at the nexus of the Internet of Things, AI, and the Fourth Industrial Revolution.

The US Federal Trade Commission (FTC) issued an FTC staff report on privacy in IoT titled Internet of Things: Privacy and Security in a Connected World.544

In February 2018, Siemens started working with partners from industry, government and society to sign a ‘Charter of Trust’ aimed at three objectives: (1) Protecting the data of individuals and companies; (2) Preventing damage to people, companies and infrastructures; and (3) Establishing a reliable foundation on which confidence in a networked, digital world can take root and grow.545

In 2017, the World Bank Group published a Report titled Internet of things: the new government to business platform - a review of opportunities, practices, and challenges.546

The Internet Governance Forum (IGF) Dynamic Coalition on the Internet of Things is seeking to achieve best practice in relation to the IoT particularly addressing safety, security and privacy.547

In 2017, Google Cloud announced the global availability of its IoT Core service.548

In an example of cross-border internet cooperation in the IoT field, in 2016, a group of major telecommunications providers formed the IoT World Alliance.549

3.3.4.1 Smart connected homes in smart connected cities

Much can be gained from the development of so-called smart cities, including smart power and water grids. Greater efficiencies, for example, can generate cost savings and deliver environmental benefits. Developments such as self-driving cars can cut costs, help save the environment and minimize accidents.

Smart homes equipped with smart thermostats, smart appliances and connected heating, lighting and electronic devices can be controlled remotely via computers, smartphones or other mobile devices. This might minimize costs, while offering both convenience and environmental advantages.

Connected wearable devices with sensors can collect, analyze and communicate user data to provide multiple user benefits, and may also be used to increase public safety.

"As any increase in international contacts comes with a likely increase in international disputes, the move to smart homes and smart cities will likely create additional pressure on international dispute resolution mechanisms, and may even create new jurisdictional anchor points."

With the internet being a global network, this interconnectivity creates direct links between homes and cities in different countries, and with providers that may be based anywhere in the world. As any increase in international contacts comes with a likely increase in international disputes, the move to smart homes and smart cities will likely create additional pressure on international dispute resolution mechanisms and may even spark the creation of new jurisdictional anchor points.

Some interviewed experts noted that, as tech companies move into new industries such as car manufacturing, mobility systems and water supply management, they enter an environment characterized by a much greater level of regulation, and different safety and security considerations.

3.3.4.2 Wearable e-health

Wearable technology such as smart watches can accurately record a wide range of sensitive health data. The relevant user data is then typically stored in cloud computing solutions. As a result, cross-border data transfers are common, and jurisdictional issues may arise in case of leaks, such as those reported in relation to Fitbit in January 2016,550 PumpUp in June 2018551 and Garmin in October 2018.552

In the context of both smart cities and the more personal matters discussed here, careful attention must be given to respecting data privacy rights, ensuring cybersecurity, and not stifling innovation. Given that providers and users of smart devices are frequently not based in the same country, there is a clear need for international coordination and cooperation.

3.3.5

Blockchain – still a solution searching for a problem?

Since the publication of Satoshi Nakamoto’s original white paper in 2008,203 blockchain technology has captured the imagination of the world, and is extensively discussed in academic literature, policy documents and the media. To date, however, few jurisdictional issues have been highlighted, and the topic of blockchain technology attracted limited attention during interviews for this Report.

In basic terms, blockchain technology may be described as a global distributed spreadsheet or as a ‘trusted public ledger’ – or indeed, as preferred by some, a ‘trustless public ledger’. The aim of removing the ‘middleman’ has been a central driving force behind blockchain technology. The main rationale for bitcoin, for example, as outlined in Nakamoto’s original white paper, was the need for an electronic payment system that would allow any two willing parties to transact directly with one another without the need for a trusted third party. In the blockchain, cryptographic proof removes the need for trust.

Sparked by the strong uptake of Bitcoin, blockchain technology is sometimes described as analogous to Bitcoin. But Bitcoin is merely one of many cryptocurrencies, and cryptocurrencies are just one of the many uses of blockchain technology. So-called smart contracts (discussed below) are another example of a commonly discussed use of blockchain technology, and there are both public and private blockchains, as well. Indeed, blockchain's potential is such that a team of developers in 2014 announced plans for a peer-to-peer network that would work without centralized servers. Similar to the TOR network, or the mining principle behind Bitcoin, individual computers would serve as nodes that would route network traffic in a decentralized and encrypted way without ISPs. The infrastructure would be financed through micro-payments in relation to the traffic managed by individual nodes. A Scottish company claims to have already developed a similar network called MaidSafe.

In 2018, the Dubai International Financial Centre (DIFC) Courts, together with Smart Dubai, began working to create the world’s first blockchain-enabled court, including a blockchain-enabled scheme for the verification of monetary court judgments that can be enforced across borders. In September 2018, China’s Supreme People’s Court (SPC) issued a judicial interpretation on the hearing of cases by internet courts. The judicial interpretation made clear that evidence authenticated and presented using blockchain technology is binding in legal disputes heard by the three internet courts in Hangzhou, Beijing, and Guangzhou. Despite the rapid uptake and enormous interest, cryptocurrencies, and blockchain technology in general, face several technical and economic challenges. Scalability is often cited as one challenge, though, it may also be an advantage in that the greater the number of users, the greater the security of the blockchain. Data privacy issues are frequently raised, as well. For example, although solutions to this issue may evolve, there is a fundamental clash between the right to amend incorrect personal data commonly found in data privacy laws, and the ‘immutable’ nature of the blockchain. This immutable nature is exemplified by the fact that every Bitcoin transaction that has ever been performed is stored publicly, by design, on the bitcoin peer-to-peer (P2P) network. And as far as cryptocurrencies are concerned, volatility remains a serious issue. For example, in September 2019, a wide range of popular cryptocurrencies dropped 15-22% in value.

In addition, the computing power that the blockchain requires has serious environmental implications. A 2018 study published in the peer-reviewed journal Nature Climate Change estimated that, in 2017 alone, the use of bitcoins emitted 69 million metric tons of CO₂. The researchers behind the study found that “if Bitcoin is incorporated, even at the slowest rate at which other technologies have been incorporated, its cumulative emissions will be enough to warm the planet above 2°C in just 22 years. If incorporated at the average rate of other technologies, it is closer to 16 years.” This is an interesting illustration of the intersection of the online and offline worlds, with the online activities in one state, or a group of states, having extraterritorial effects in the offline environment in other states.

### 3.3.5.1 Cryptocurrencies as enablers of cross-border trade and crime

Because a cryptocurrency such as Bitcoin does not recognize national borders, it is an obvious enabler of cross-border trade – both lawful and unlawful. Indeed, Bitcoin is often discussed in the context of the online sale of illegal products such as weapons and drugs, as well as other criminal activities. Europol’s 2018 Internet Organ-

---

is Crime Threat Assessment, notes:

“Previous reports indicated that criminals increasingly abuse cryptocurrencies to fund criminal activities. While Bitcoin has lost its majority of the overall cryptocurrency market share, it still remains the primary cryptocurrency encountered by law enforcement. In a trend mirroring attacks on banks and their customers, cryptocurrency users and facilitators have become victims of cybercrimes themselves. Currency exchangers, mining services and other wallet holders are facing hacking attempts as well as extortion of personal data and theft. Money launderers have evolved to use cryptocurrencies in their operations and are increasingly facilitated by new developments such as decentralised exchanges which allow exchanges without any Know Your Customer requirements. It is likely that high-privacy cryptocurrencies will make the current mixing services and tumblers obsolete.”  

Furthermore, the mining aspect of cryptocurrencies has generated a new form of cybercrime. According to Europol’s 2018 Internet Organised Crime Threat Assessment, ‘cryptojacking’ is an emerging cybercrime trend where-by internet users’ bandwidth and processing power are exploited to mine cryptocurrencies.

3.3.5.2 No central body as focal point for jurisdiction?

Given the distributed nature of blockchain technology, it is often argued that there is no central body in control of it. Where this the case, it has implications for the question of jurisdiction. In such situations, the lack of a central controlling body removes some of the focal points frequently relied upon for claims of jurisdiction, such as the place of incorporation or establishment. Yet, despite the distributed nature of blockchain technology, the absence of a central authority is not a necessity. In fact, for several key uses of blockchain technology, a central body with some degree of control is essential. This would be the case in situations where a population’s health records are stored on a blockchain. Presently, at least, it seems unimaginable that the relevant authority responsible for the health records could completely abdicate its responsibilities. Importantly, as one interviewed expert noted, the introduction of intermediaries in the blockchain environment activates traditional jurisdictional issues and connection points.

3.3.5.3 Smart contracts

While cryptocurrencies, and particularly bitcoin, have attracted most of the attention around blockchain uses, blockchain-based smart contracts are discussed with increasing frequency. The term ‘smart contract’, however, dates back at least to 1994.  

A smart contract is a computerized transaction protocol that satisfies all ordinary criteria for being a contract (e.g., it must be concluded between two or more parties) and executes the terms of a contract so that once the smart contract has been concluded, its implementation does not require any direct human involvement.

A key feature of cryptocurrencies is that they create opportunities for trusted transactions between distant parties without the need for a third-party verifier or certification authority, in the traditional sense. Through a select combination of techniques, bitcoin and other cryptocurrencies have managed to overcome the ‘double-spending’ issue that has plagued earlier attempts at creating digital currencies. At any rate, it is clear that the cryptocurrency landscape will continue to develop and change through many small steps, both via law and via technology, but also though major leaps, as exemplified by the controversial and forthcoming launch of Facebook’s Libra.

“The introduction of intermediaries in the blockchain environment activates traditional jurisdictional issues and connection points.”

---

3.3.6

Digital issues in international and regional trade agreements

With the online environment being a central component of commercial life, both domestically and internationally, it is only logical that digital issues would arise in international trade negotiations. Indeed, with the growth of the digital economy, digital issues will only increase in importance in such negotiations. For example, cross-border trade in services that may be carried out online is increasing and expanding into areas that have traditionally been viewed as domestic activities. As the World Trade Organization (WTO) has noted, services such as banking, health and education that were largely limited to domestic activities are now increasingly internationally mobile thanks to electronic banking, tele-health or tele-education services.568

Considering this, it is natural that trade agreements would also cover digital issues. For example, several trade agreements – such as the Trans-Pacific Partnership (TPP)569 – mandate that parties adopt and maintain a legal framework for e-transactions that is consistent with the principles of the UNCITRAL Model Law on Electronic Commerce, or the UN Convention on the Use of Electronic Communications in International Contracts.570 Furthermore, the EU-Japan Economic Partnership Agreement concluded in April 2018 provides detailed rules on e-commerce,571 and the newly signed United States-Mexico-Canada Agreement includes a chapter on digital trade, as well as restrictions on data localization policies.572

At the same time, with data protection enshrined as a fundamental right in the EU, and an implied fundamental human right in large parts of the world, any trade agreement that implicates personal data raises significant complexities. In recognition of this, some key trade agreements explicitly recognize the role of data privacy protection, and the WTO has categorically stated that “WTO has had nothing whatever to do with internet privacy”.573

The General Agreement on Trade in Services (GATS) explicitly states that it does not prevent the adoption or enforcement of measures to protect the privacy of individuals in relation to the processing and dissemination of personal data, and to protect the confidentiality of individual records and accounts. The freedom for members to pursue such measures, however, is “subject to the requirement that such measures are not applied in a manner which would constitute a means of arbitrary or unjustifiable discrimination between countries where like conditions prevail, or a disguised restriction on trade in services”.574 Restrictions on cross-border data flows may consequently be challenged based on the assertion that they amount to arbitrary or unjustifiable discrimination.

The impact that trade agreements will have on data privacy and other central rights for online activities remains a challenge. While fundamental rights are not absolute, and often need to be balanced with other fundamental rights, they are non-negotiable. Therefore, in the same way that the US would not negotiate away its First Amendment protection of free speech as part of a trade agreement, the EU will not negotiate away the right of data protection.575

As one interviewed expert stressed, including human rights issues in trade negotiations raises issues of transparency. While opaque trade negotiations may be defensible, or even natural, in the context of trade tariffs, they are not so when the matter under negotiation is the application of fundamental rights.

---

569. Article 14.
573. General Agreement on Trade in Services. Article XIV.
3.3.6.1 Digital protectionism

The term digital protectionism is often used to describe any activities aimed at controlling the internet (and in the context of trade, the internet economy) within state borders – typically with the effect of imposing restrictions on foreign parties entering the market. This can be done in a variety of ways, and under a variety of pretexts. Both in literature and among interviewed experts, it has been suggested that the EU’s GDPR was introduced, at least partly, as a protectionist measure. Had the EU wanted to avoid the GDPR coming across as protectionist, it could have done more, for example, to limit the GDPR’s extraterritorial reach.

“Data localization requirements may be seen as an aspect of digital protectionism and may spark trade-related debates on the highest level.”

Furthermore, data localization requirements may be seen as an aspect of digital protectionism and may spark trade-related debates on the highest level. For example, on October 12, 2018, two US senators sent an open letter to Indian Prime Minister Narendra Modi, asking that the Indian government soften its stance on data localization, and arguing that it is fundamental to the further development of digital trade. In particular, the senators targeted a requirement from the Reserve Bank of India, the country’s central bank, to store financial data within Indian territory.

A further example of the intersection between international trade and digital protectionism can be found where sanctions are imposed to prevent cross-border trade. For example, on August 24, 2017, Apple reportedly removed popular apps used in Iran from its App Store, and issued a statement specifying that under the US sanctions regulations, the App Store cannot host, distribute or do business with apps or developers connected to certain US embargoed countries. The removal of Iranian apps was met with criticism from the Iranian Telecommunication Minister, who announced his willingness to contest the decision. Similarly, on May 15, 2017, Ukrainian President Petro Poroshenko signed a decree instructing local ISPs to block Russian websites, online media and social media platforms in the jurisdiction as part of a new round of economic sanctions against Russia, which annexed Crimea from Ukraine in 2014. The block list notably included the search engine Yandex as well as the social media network VK, which is used by 20 million Ukrainians.

In the long run, digital protectionism is likely to significantly undermine the international nature of the internet and potentially pose a threat to interoperability.

3.3.6.2 Regionalization

Where regionalization creates entrenched and diverse legal and/or technical standards, it may become an obstacle to global solutions. At the same time, regional legal and/or technical standards may lay the groundwork for scalable solutions that may be transferred from a regional level to a global (or near-global) level. In this latter manner, regionalization may assist the establishment of global standards. Trade policy has the potential to increase regionalization, but deeper forms of regional cooperation and coordination are an even stronger driving force. The EU is an obvious illustration of this, but there are many other examples, as well: the Asia-Pacific Economic Cooperation (APEC), the Association of South East Asian Nations (ASEAN), the African Union, the Community of Latin American and Caribbean States (CELAC), the Arab League and the Association of Caribbean States (ACS) and the Common Market for Eastern and Southern Africa (COMESA).

04
LEGAL AND TECHNICAL APPROACHES
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After a long period of relative inaction, there are now a myriad of legal approaches to addressing the cross-border legal challenges on the internet. Particularly over the past five years, both developing and industrialized countries have stopped procrastinating and taken a multiplicity of uncoordinated actions. Some jurisdictions have advanced with remarkable speed, setting global norms that compete, at least in part, with global norm-setting initiatives of other jurisdictions. Indeed, it may not be an exaggeration to speak of an ongoing race toward global norm setting between the EU, the US, China and, to a lesser extent, Russia.

States seek competitive advantages in the race to regulatory supremacy in a variety of ways. The initiatives range from political measures, such as building capacity and creating financial and security dependence among other countries, to the use of legal tools such as extraterritoriality and treaties. In this landscape, there is now a clear distinction between those who set norms, and those who largely adopt the norms set by others. Unsurprisingly, smaller and developing countries are almost exclusively at the receiving end.

“Over the past five years, both developing and industrialized countries have stopped procrastinating and taken a multiplicity of uncoordinated actions.”

Although laws offer some solutions, there is recognition that public-private standards, other forms of soft law and industry self-regulation may also offer solutions. In addition, several technical solutions have been advanced, each with a substantial impact on the cross-border legal challenges on the internet. The aforementioned race towards global norm setting is playing out in this context, as well, with measures such as internet shutdowns, blocking and the forceful acquisition of innovation enablers making headlines in the news.

This Chapter outlines and analyzes a selection of major legal and technical approaches to solutions that experts emphasized in surveys and interviews, or that have gained particularly strong attention in the literature. As one interviewed expert noted, the fact that the issues with which stakeholders now struggle are not new can either be viewed as a source of reassurance, or a cause for concern.
4.1 Major legal approaches to solutions

States take a wide range of legal approaches in the pursuit of what they perceive to be solutions to the cross-border legal challenges on the internet.

There is clearly an increased appetite for so-called ‘takedown’ and ‘stay-down’ orders from courts. There are also signs of a race to the highest potential fines – states are increasing the penalties they impose in order to prioritize adherence to their particular laws (over the adherence to competing legal frameworks imposed by other states). Another emerging tool used to ensure enforceability of state law is so-called ‘rep localization’ – that is, laws requiring businesses to nominate a local representative within the state imposing the requirement. In addition, states are increasingly engaging in what may be described as jurisdictional trawling, whereby they make excessively broad claims of jurisdiction, giving them considerable discretion in deciding to whom to direct their enforcement efforts against. There is also a persistent, and perhaps growing, reliance on jurisdictional tests focused on so-called ‘targeting’.

At the same time, however, there are some signs of restraint. While it remains a contested concept on the international level, comity and other calls for interest balancing are discernible on several levels. Furthermore, the matter of how states approach the scope of jurisdiction still hangs in the balance. Will the emerging practice of states seeking to give their judgments global effect become cemented? Or will a more nuanced approach prevail? This will be a key battleground in the coming years.

Finally, the extent to which terms of service and community guidelines, rather than law, shape online behavior remains a live issue. As discussed in the introductory part of the Report (Chapter 1.5), attempts at finding legal approaches to solving the cross-border legal issues facing the internet are hampered by ‘artificial regulatory challenges’ – that is, contemporary frameworks and concepts are insufficient to successfully address these issues.

Overcoming such artificial regulatory challenges may require changes to traditional frameworks and concepts. But it also requires capacity building, which dovetails with the need for inclusiveness – a key issue to be considered in the context of approaches to solutions, and a recurring theme cited by surveyed and interviewed experts. Both developing countries and many smaller states around the world are seen to be in the position of ‘price-takers’ – i.e., they must accept prevailing solutions and approaches from larger countries, without providing meaningful input. One interviewed expert suggested that this leads to a feeling of technological colonization, which causes resentment, particularly in countries with a colonial history.

While this point is raised in various contexts throughout the Report, it should certainly be considered in the examination of current approaches to solutions. It is important to assess not only how well these approaches work in the countries at the forefront of internet technologies, but also how they impact developing and smaller countries. Further, it is not enough to consider how well these approaches to solutions work today. It is also necessary to consider how they will work in the future, when the online environment is even more diverse.
4.1.1

Takedown, stay-down and stay-up orders by courts

Hundreds of millions of posts and hundreds of thousands of hours of videos are uploaded every day and made globally accessible on the major internet platforms. This greatly facilitates freedom of expression and provides access to information that enriches people’s lives. As many interviewed experts noted, however, the internet mirrors the offline world, and so, alongside the content that educates, informs and entertains is content that offends, threatens and harms. This leads to legitimate concerns around the type of content available online.

In the absence of agreed substantive and procedural frameworks to handle the disparity of national laws, protecting freedom of expression and other human rights when dealing with abuses on the internet is a major transnational challenge.”

In the absence of agreed substantive and procedural frameworks to handle the disparity of national laws, protecting freedom of expression and other human rights when dealing with abuses on the internet is a major transnational challenge. Content that is legal in one country may be illegal in another. Yet, “states that regulate or influence platforms often also, intentionally or not, shape speech rules that the platforms apply in other countries.”

Chapter 3 outlined major topical trends and highlighted the prevalence of orders requiring the takedown, deleting, de-indexing, de-referencing, deleting, blocking, or removal of content. Such orders see particularly common in the context of extremism and hate speech (Chapter 3.1.1), data privacy (Chapter 3.1.6), online bullying (Chapter 3.1.3), non-consensual distribution of sexually explicit media (Chapter 3.1.4), fake news and misinformation (Chapter 3.1.5), intellectual property (Chapter 3.3.1), child pornography (Chapter 3.2.1), fraudulent content (Chapter 3.2.1) and content amounting to a security risk (Chapter 3.2.4). In many countries, such orders are used to suppress political dissent, restrict freedom of expression, restrict freedom of religion and impose religiously motivated content restrictions.

On August 20, 2018, Apple announced that it had removed 25,000 illegal gambling apps from its Chinese App Store, after being criticized by the Chinese media for failing to restrict access to the apps. On July 4, 2018, the Indonesian Minister of Communications and Information announced that the Chinese video app Tik Tok was banned in the country because it contained pornography, inappropriate content and blasphemy. On July 11, 2018, the Ministry stated that the ban had been overturned, after the platform agreed to censor the ‘negative content’. This followed the Indonesian government blocking access to Tumblr in March 2018.

On June 22, 2018, the South Korean internet content regulator (Korea Communications Standards Commission - KCSC) announced that Tumblr had agreed to better monitor illegal adult content on its platform. The KCSC had demanded that Tumblr act on illegal adult content in September 2017 and the company refused, arguing that it was subject to the laws of the US, where it is based, leading the regulator to threaten a ban of the platform in the country.

As this South Korean example illust-
In fact, Russia is particularly active in pressuring internet intermediaries to remove content. On December 13, 2018, Twitter published its transparency report for the first half of 2018, highlighting an 80% increase in global requests for removal of content, with 87% of requests originating from Russia and Turkey. And on September 9, 2018, it was reported that YouTube had complied with a request from Russian officials to remove videos published by Russian dissident Alexei Navalny, as they were illegal under the country’s election laws. Such extreme diversity in the underlying issues that may lead to orders to takedown, delist, deindex, de-reference, delete, block, or remove content makes it difficult to discuss such orders divorced from the underlying substantive law, leading to the order in question.

There is increasing attention directed at both stay-down orders and stay-up orders. The former is the stronger of the two trends, with a shift from content restrictions to content moderation and proactive detection. For example, at the time of writing, an ongoing matter before the CJEU (Case C-18/18) involves an Austrian politician who sought to make Facebook Ireland Ltd. takedown unfavorable comments about her. The CJEU was also asked to consider whether Facebook may be ordered to remove identically worded items of information, as well as information with an equivalent meaning. The Austrian politician in question is seeking to ensure that Facebook is forced to monitor content by continuously remove postings of the unfavorable comments made about her, including identically worded items of information and information with an equivalent meaning. The politician seeks these measures to be implemented worldwide.

On October 13, 2017, the Constitutional Court of Colombia ordered Google to delete a blog hosted by Google’s Blogger.com, on the grounds that an anonymous post falsely claimed that an individual was guilty of fraud. The Court also ruled that Google had to delete any future blog making the same defamatory allegations against the claimant. Moreover, the Constitutional Court asked the Ministry of ICT to introduce a new regulation to better protect the rights of Internet users. In 2017, an Australian court took the far-reaching step of ordering Twitter to apply filtering, or checking, to ensure that the information in dispute is either not posted or, if it is posted, removed.

There is increasing attention directed at both stay-down orders and stay-up orders. The former is the stronger of the two trends, with a shift from content restrictions to content moderation and proactive detection. For example, at the time of writing, an ongoing matter before the CJEU (Case C-18/18) involves an Austrian politician who sought to make Facebook Ireland Ltd. takedown unfavorable comments about her. The CJEU was also asked to consider whether Facebook may be ordered to remove identically worded items of information, as well as information with an equivalent meaning. The Austrian politician in question is seeking to ensure that Facebook is forced to monitor content by continuously remove postings of the unfavorable comments made about her, including identically worded items of information and information with an equivalent meaning. The politician seeks these measures to be implemented worldwide.

On October 13, 2017, the Constitutional Court of Colombia ordered Google to delete a blog hosted by Google’s Blogger.com, on the grounds that an anonymous post falsely claimed that an individual was guilty of fraud. The Court also ruled that Google had to delete any future blog making the same defamatory allegations against the claimant. Moreover, the Constitutional Court asked the Ministry of ICT to introduce a new regulation to better protect the rights of Internet users. In 2017, an Australian court took the far-reaching step of ordering Twitter to apply filtering, or checking, to ensure that the information in dispute is either not posted or, if it is posted, removed.

The Court did not regard it as unreasonable that this stay-down order would extend to future tweets (regardless of topic) and future accounts held by any person or persons who use one or more of the offending accounts. This is an extraordinary step, in that it imposes an obligation on...
a foreign company to ensure a lifetime ban on potentially foreign persons from using the company's platform for expression on any subject matter. The order is even more remarkable considering the seemingly weak jurisdictional connection to Australia.\textsuperscript{602} Examples such as Case C-18/18 before the CJEU, and the Supreme Court of New South Wales decision against Twitter, bring attention to the significant implications of stay-down orders as compared to takedown orders. While the weakness of takedown orders is obvious, in that the offending content may be uploaded again, stay-down orders have tremendous implications for freedom of expression – the impact of preventing the publication of content is very different to the impact of punishing the publisher of the content. For example, if content publication is prevented, there can be no public scrutiny of its potential value and legitimacy. Furthermore, the high volume of manual labor involved in content monitoring incentivizes internet platforms to automate content filtering. All this has the potential to make such automated filtering accurate, but not flawless. Whether automated or not, content filtering gives rise to important issues of transparency, due process and the lack of an appeals processes. On a more fundamental level, it gives rise to questions around the distribution of rights and duties between the private and public sector, and may be seen as a privatization of state prerogatives. Stay-up, or ‘must carry’, orders have so far gained less attention and have been pursued to a lesser degree.\textsuperscript{603} Such orders typically require internet platforms to reinstate content that has been taken down, delisted, deindexed, de-referenced, deleted, blocked, or removed. To date, stay-up orders have been primarily discussed in the context of US, German and Brazilian law. Where such orders have been sought under US law, they have failed:

\textit{“Two dozen or more plaintiffs have tried suing platforms for taking down their posts or accounts, and the platforms have won every case. For starters, platforms’ Terms of Service and statutory immunities under CDA 230 protect them from having to host speech they disagree with. More importantly, courts have consistently held that platforms’ own First Amendment rights protect them from laws that would force them to host or index content against their will. That means that even the must-carry legislation that some politicians have threatened to pass probably wouldn’t survive a Constitutional challenge.”}\textsuperscript{604}

By contrast, courts in both Brazil and Germany have ordered internet platforms to reinstate content that the platforms determined to violate their community guidelines.\textsuperscript{605} Orders such as these have, at least, as great a potential to create conflicts of law as do takedown orders. A scholar who has studied stay-up/must-carry issues in detail pointed to the need for courts to find doctrinal tools to decouple the must-carry issue from the global takedown issue (discussed in Chapter 4.1.7).\textsuperscript{606}

A significant recent development unfolded in a December 4, 2018 judgment, where the European Court of Human Rights ruled that the freedom of expression of a news portal linking to defamatory statements had been infringed by an order from Hungarian courts to remove those links.\textsuperscript{607} The Court argued that it could not agree with the domestic courts’ approach, which equated the mere posting of a hyperlink with the dissemination of defamatory information, automatically imposing liability for the content itself.\textsuperscript{608} One of the Internet & Jurisdiction Policy Network’s three thematic Programs – the Content & Jurisdiction Program – is developing solutions for how to manage globally available content considering the diversity of local laws and norms applicable on the internet.


\textsuperscript{607} European Court of Human Rights: Case of Magyar Jogi Zrt v Hungary (2018, December 4). 11257/16. Retrieved from https://hudoc.echr.coe.int/eng#%7B%22itemid%22:%5B%22001-187930%22%5D%7D.

Stakeholders in the Internet & Jurisdiction Policy Network work together in three policy Programs: the Data & Jurisdiction Program, Content & Jurisdiction Program, and Domains & Jurisdiction Program. The Programs allow members to informally coordinate policies and jointly develop proposals for operational Norms, Criteria and Mechanisms. The Content & Jurisdiction Program currently focuses on cross-border content moderation and restrictions with the objective of addressing applicable substantive norms, including the interplay between agreed international and regional human rights, national laws, and companies’ community guidelines; the respective obligations of states and the respective responsibilities and protections of other actors, including the identification of allegedly illegal content; decision-making, standards and procedures, including the escalation path for individual decisions and appeal mechanisms; legitimate purposes, necessity and proportionality regarding the geographic scope of restrictions, and the necessary due process and transparency standards that should be applied across borders. Participants in the Program are focused on the following matters:

- **Standards** – Addressing conflicts of different substantive norms to identify allegedly illegal content and determining the relationship/hierarchical nature of the relationship.
- **Convergence** – Level of global convergence achievable or desirable in such definitions.
- **Response time** – Appropriate reaction delays by intermediaries after reception of notices.
- **Decision-making** – The architecture of decision-making and the role of different types of state and non-state actors (including intermediaries, governments, courts, regulators and individuals that file requests).
- **Algorithms** – Appropriate combination of algorithmic tools and human review considering the limits of algorithmic tools.
- **Procedural Standards** – Procedural standards assessing the legality of content: assessment standards, assurance and verification, roles and remedies.
- **Geographic scope** – Situations, if any, that could, as a matter of exception from local filtering, justify global restrictions, including measures that address contradictory actions by different states.
- **Transparency** – Expanding existing efforts and strengthening coordination among them.
- **Request formats** – Documenting and circulating what proper government requests should contain.
- **Notification** – Handling of notification of users and their capacity to object.
- **Remediation** – Mechanisms for the prompt restoration of abusively restricted content.
- **Types of content** – Characteristics of content including intention and possible effects; determining appropriate measures for addressing different types of content.
- **Types of actors** – Roles and responsibilities.

4.1.2
Race to the highest potential fines

The prospect of imposing high potential fines is a powerful regulatory weapon. A state threatening high fines is likely to attract media attention, which helps raise awareness of the law in question. More importantly, the higher the potential fines are for non-compliance, the greater the ‘business incentive’ is for ensuring compliance. This is particularly important in cases where the object of the regulation – such as a multinational business – is subject to competing regulation from another state, or other states. For example, a business caught by conflicting laws may opt to abide by the law of the state threatening the highest fines, at the expense of not abiding by the law of another state with lower fines. Against this backdrop, it is unsurprising to see something of a race to highest potential fines. In November 2018, for example, it was reported that the Russian government was considering amending a 2017 legal requirement that search engines remove links to banned websites from search results, in order to increase the maximum fines for non-compliance from 700,000 rubles (about €9,000) to 1% of a company’s local revenue.610

Further, the tech industry is facing increasingly high fines in the field of competition law (antitrust law) both in the US and in the EU.611 On November 6, 2018, the Parliament of Mauritius adopted amendments to the country’s Information and Communication Technologies Act (ICTA), which aim to regulate and curtail harmful and illegal content and activities perpetrated via any information and communication service – including telecommunication services – through an increase in penalty and term of imprisonment for offenders.612

In the data privacy field, it can be noted that India’s proposed data privacy bill includes fines up to approximately US$2.7 million or 4% of a company’s global turnover;613 Australia is seeking to increase its penalties,614 and reference to the high potential fines under the EU’s GDPR was made in Chapter 3.1.6.1. But the fines of up to €20 million, or 4% of the total worldwide annual turnover, envisaged under the GDPR is dwarfed by the threat of fines of up to 10% of the offending party’s annual turnover found in Trinidad and Tobago’s Data Protection Act 2011 (s. 69). In July 2019, Facebook reached a US$5 billion settlement with the Federal Trade Commission in relation to violations of consumers’ privacy.615

The risk of high fines – a significant barrier for SMEs

Some interviewed experts emphasized that the risk of high potential fines is a significant barrier for SMEs, given that their access to sophisticated legal advice on complex legal issues and the associated compliance is often limited.

The level of fines, while important, is only one of at least three central factors in this discussion. Another central factor is the degree of risk of actual enforcement. The threat of high fines may lack sting if it is not backed up with realistic enforcement processes – for example, via representative localization requirements (Chapter 4.1.3). In this context, one interviewed expert pointed to an emerging practice whereby courts order company funds to be frozen as a mechanism to ensure effective enforcement.

Yet, another central factor relates to the value of the market in question. If there is a practical risk of high fines being effectively enforced in a market that is of little value to the object of the regulation, such as a multinational business, that business may determine that the risks outweigh the benefits and simply abandon the market altogether. In this context, the complexity, clarity and certainty of the law in question is likely to affect the calculation. The combination of high fines and unpredictable, complex law creates higher risks that are more difficult to mitigate.

In this environment, smaller countries – whether industrialized or developing – are at a competitive disadvantage because the value of their markets is smaller. Developing countries with weak enforcement tools at their disposal may be even further disadvantaged.

### 4.1.3 ‘Rep localization’ – forced local representation

Recent years have seen a trend toward what may be called forced ‘rep localization’. ‘Rep localization’ involves requirements mandating a foreign organization to maintain a physical representation in the state imposing the requirement. In this sense, there are parallels between ‘rep localization’ and ‘data localization’ – both are aimed at securing an enforcement advantage. The GDPR and other EU regulations, for example, require foreign parties to designate, in writing, a representative in the EU under certain circumstances. This approach is self-enhancing, insofar as the more EU instruments that adopt this approach, the easier it is to justify in any given new context. The Proposal for an e-evidence Directive of the European Parliament and of the Council, for example, emphasizes that an obligation to designate a legal representative for non-EU service providers already exists in certain acts of EU law.619

Rep localization is clearly an onerous requirement for all foreign companies that would otherwise not have a physical presence in the EU, and the extent to which the EU is able to enforce this on a large scale remains to be seen. There is still the risk that arbitrary enforcement will undermine the scheme’s legitimacy. There is also a practical matter to consider: how will a small-to-medium-sized foreign company make informed decisions in recruiting a trusted party to be its representative in the EU? And those in the EU who agree to assume this role face the risk of being held liable for the service provider’s non-compliance.620 Unless such a designated legal representative may be held fully accountable, the value of the entire system of forced rep localization should be questioned.

While the EU appears to be driving this development in the data privacy field at least, non-EU states have started to adopt the same approach, as well. For example, Thailand’s proposed data protection law incorporates a rep localization requirement that is inspired by the EU, and potentially even broader.619 The potential threat of jail sentences may further complicate the practical issues associated with finding trusted and willing local representatives. Like Thailand, other states around the world will likely follow the EU lead on this approach. The resulting regulatory web – with rep localization requirements in a large number of states – will be both difficult and costly to navigate.

Further, China requires a local representative to engage in online business, and on October 26, 2018, during a meeting of representatives from various Indian ministries and company representatives from Facebook, Google and WhatsApp, the Indian Home Ministry ordered the platforms to appoint local grievance officers as part of an effort to ensure the removal of objectionable or malicious content from public view.621 Vietnam’s government, meanwhile, has asked Facebook to open an office within the country to comply with a 2018 cybersecurity law that amends Vietnam’s government orders social media platforms to establish content monitoring system to track objectionable content. [IJ Retrospect Database](https://www.internetjurisdiction.net/publications/retrospect#article-7547_2018-10). Vietnam urges Facebook to open office ahead of controversial cyber law. Reuters. Retrieved from [https://www.reuters.com/article/us-facebook-vietnam/vietnam-urges-facebook-to-open-office-ahead-of-controversial-cyber-law-idUSKCNLUUSQI?feedType=RSS&feedName=technologyNews](https://www.reuters.com/article/us-facebook-vietnam/vietnam-urges-facebook-to-open-office-ahead-of-controversial-cyber-law-idUSKCNLUUSQI?feedType=RSS&feedName=technologyNews).
offer services in Vietnam to remove offending content within one day of a request being filed, to store data within the country’s territory, and to operate a local office. The South Korean communications agency, Korea Communications Commission, has also announced its plans for 2019 which includes the development of ‘Network Use Guidelines’ requiring overseas operators to designate a local representative. Given the global nature of the internet, it is difficult to see how rep localization can be scalable. The EU approach may gain some acceptance among affected parties, since they only need to have representation in one EU Member State – a price that many online actors may be willing to pay – but how does this translate to the rest of the world? If Afghanistan, Argentina and Australia adopt the same approach, will it be worthwhile for internet companies to have representatives in each of those states, too? One may respond to this concern by arguing that the way in which (large-ly US-based) tech companies interact with Afghanistan, Argentina and Australia is not the EU’s problem; and such a response is not without merit. Yet, even to the extent that it works for the EU, rep localization is clearly not the solution for most other jurisdictions around the world. In fact, one could claim that the EU, and other bodies that actively seek to inspire legal developments in other states, should try to ensure that their approaches are scalable.

### 4.1.4 Jurisdictional trawling as a regulatory approach

As noted earlier, many states engage in what may be called 'jurisdictional trawling'; that is, they make broad claims of jurisdiction over internet activities – claims they cannot possibly back up with effective enforcement – and pursue only some of the internet activities over which they claim jurisdiction. Of the regulatory instruments discussed during interviews, Article 3 of the EU’s GDPR (discussed in Chapter 3.1.6.1) is a prime, and frequently cited, example of this practice. Brazil's Marco Civil is another strong example. Under the adopted law, Brazilian data is considered to be subject to Brazilian jurisdiction, regardless of where it is physically stored. Article 11 of Marco Civil states that, "[i]n any operation of collection, storage, retention and treating of personal data or communications data by connection providers and internet applications providers where, at least, one of these acts takes place in the national territory, the Brazilian law must be mandatorily respected"; and §2 adds that "[t]he established in Art. II applies even if the activities are carried out by a legal entity placed abroad, provided that it offers services to the Brazilian public or at least one member of the same economic group is established in Brazil." This approach – also referred to as ‘regulatory overreaching’ – has been widely criticized. It is arguably only defensible in situations where both the extraterritorial claim and the substantive law to which it relates can be justified as an appropriate demarcation of important societal values. For example, broad claims of jurisdiction that cannot be backed-up with effective enforcement may nevertheless be justified if a state makes the claim as limited as the circumstances allow; and if the substantive law to which it relates is limited to an expression of societal values that align with international human rights standards and are central to the state in question. Applying this to Article 3 of the EU’s GDPR and Brazil’s Marco Civil, it is clear that the respective jurisdictional claims are too broad, and some of the substantive rules (e.g., the GDPR’s requirement of a data protection officer) are too burdensome.

Jurisdictional trawling leads to arbitrary enforcement, which interviewed experts described as a poor fit with the rule of law. It also contributes to the meta-trend of hyperregulation discussed in Chapter 2.2.2.

---

There is widespread recognition that a state may have jurisdiction resulting from activities initiated beyond its borders, in cases where the activities have a substantial connection to that state—e.g., by targeting consumers in that state, or causing harm there. This thinking is variously discussed in terms of ‘targeting’, ‘directing activities’, ‘doing business’ or, in the context of public international law, as the ‘effects doctrine’ (for convenience, it is referred to as the ‘targeting test’ below).

One early example of the targeting test expressly applied in the internet context is found in a 2002 US domestic internet defamation case. In Young v. New Haven Advocate630, two newspapers based outside Virginia published articles, in part, discussing the conduct of residents of Virginia. The articles were available both offline and online. Despite this, the US Court of Appeals for the Fourth Circuit concluded:

“The newspapers did not post materials on the Internet with the manifest intent of targeting Virginia readers. Accordingly, the newspapers could not have ‘reasonably anticipated being haled into court [in Virginia] to answer for the truth of the statements made in their articles’; Calder, 465 U.S. at 790 (quotation omitted). In sum, the newspapers do not have sufficient Internet contacts with Virginia to permit the district court to exercise specific jurisdiction over them.”630

Another early targeting case came before the Federal Court of Australia in Ward Group Pty Ltd v Brodie & Stone plc. In this case, Australia, together with several other countries, was listed in a ‘drop down’ country box as a destination to which products may be shipped from a foreign website, and prices could be obtained in Australian dollars. Despite this, the Court concluded that: “The website proprietors’ advertising on the internet of products for sale was a marketing of those products to the world at large” or was specifically targeted at or directed at, or was specifically intended to be acted upon by, consumers in Australia.”631

Under this reasoning, targeting the whole world means targeting no state in particular. However, the fairness of a business selling to the world at large being seen to not be targeting any state is highly questionable where a business targeting a handful of states is caught by the targeting test of all of those states. In contrast, listing prices in a local currency that differs from what a business commonly uses is explicitly mentioned as a relevant indicator of targeting in the EU’s targeting test, as articulated by the CJEU in the joined cases of Hotel Alpenhof/ Pummer.632 This model has been transplanted into the EU’s GDPR633, as well as in the EU’s proposed Directive and Regulation on e-evidence.634

The fact that the targeting test is part of instruments already being copied in other legal systems suggests that it will now spread further. For example, the targeting test is now found in data protection proposals in Argentina and Thailand, which have both adopted the GDPR’s approach.

“whether or not a website has targeted a particular state must be determined on a case-by-case basis, and such an assessment invariably involves a high degree of arbitrariness.”

Despite its widespread recognition, the targeting test is controversial due to the difficulty in ascertaining what amounts to targeting. For example, whether a website has targeted a particular state must be determined on a case-by-case basis, and such an assessment invariably involves a high degree of arbitrariness. Thus, the practical difficulties in ensuring a consistent application of the targeting test results in unpredictability for the parties. This undermines the value of the targeting test or creates an insurmountable obstacle to its effective use. After all, it is not only exorbitant jurisdictional claims that are problematic, but arbitrary jurisdictional claims, as well.
In the 2018 UK case of Argos, the UK High Court held that the US corporation selling construction software (Argos Systems) was targeting consumers in the UK through the use of Google Ads, which misdirected UK consumers looking for the UK based retailer of the same name. Argos Systems received revenue from the volume of traffic. Despite this, Argos UK were ultimately unsuccessful in establishing an unfair advantage.635 An alternative to the targeting test is the related, but less-frequently discussed, ‘dis-targeting approach’,636 which obliges businesses to actively regulate the jurisdictions they serve. This approach presumes that businesses are targeting the world at large; but this presumption is rebutted in cases where a business shows that it has taken appropriately active, yet perhaps simple, steps to avoid the risk of engaging with users in states deemed ‘undesirable’ for exposure. The burden this presents could be outweighed by the greater degree of predictability it provides, relative to the targeting test.

4.1.6

A common focus on comity, but a lack of agreement

It is only natural for online activities to connect with multiple jurisdictions; indeed, that is the default position. As a result, states need to account for interests other than their own. In international law, the concept of comity has long been used as a tool for accounting for the interests of other states; and several recent developments affecting cross-border legal challenges on the internet have brought the concept into greater focus. A comity analysis forms an important part of the US CLOUD Act, and interest balancing is central in, for example, the EU’s proposed Directive and Regulation on e-evidence.637 Comity considerations also played a central role in the case of Microsoft Corp. v. United States638, heard in the US Supreme Court on February 27, 2018, as well as in the many amicus briefs filed in relation to that matter. The European Commission clearly embraced the role of comity in its amicus brief, proclaiming that:

“Any domestic law that creates cross-border obligations—whether enacted by the United States, the European Union, or another state—should be applied and interpreted in a manner that is mindful of the restrictions of international law and considerations of international comity. The European Union’s foundational treaties and case law enshrine the principles of ‘mutual regard to the spheres of jurisdiction’ of sovereign states and of the need to interpret and apply EU legislation in a manner that is consistent with international law.”639

In the context of cross-border legal challenges on the internet, the concept of comity is an important reminder that even if a state making a claim of jurisdiction has a strong connection to, and interest in, the matter at hand, it must still consider the rights and interests of other states before ultimately deciding to claim jurisdiction.

One interviewed expert noted that colleagues in the US often talk about comity, but that there are other important tools in (private) international law, as well. While the concept of comity can be found in both international law and the laws of various states, it lacks a uniform definition. Such ambiguity is not always appreciated, and commentators sometimes seem to assume that the well-developed concept of comity in US law represents its understanding globally. As recently as 2005, however, the judges of the High Court of Australia stated that comity is “either meaningless or misleading”, and “a matter for sovereigns, not for judges required to decide a case according to the rights of the parties.”640 Clearly, attitudes toward comity vary greatly. This is merely one example of confusion around this concept, and clearly illustrates the importance of ensuring a common understanding.

4.1.7

Scope of jurisdiction – local court orders with global implications

Any time a court orders an internet actor to block, delist, deindex, de-reference, delete, remove, or takedown content, it will need to consider whether to grant that order only in relation to publications in the state where the court sits, or to extend the order more widely – and perhaps even globally. This issue – ‘scope of jurisdiction’ or, perhaps, ‘scope of remedial jurisdiction’ – is currently a key ‘battle ground’, where multiple high-profile legal disputes are currently unfolding.

Thus, scope of jurisdiction relates to the appropriate geographical scope of orders rendered by a court that has personal jurisdiction and subject-matter jurisdiction – as in the blocking, delisting, deindexing, de-referencing, deletion, removal, or takedown situations mentioned above. The same issue arises when a court determines the damage to be awarded for online publications. The court may award damages only in relation to the effects felt in the state where the court sits, or to extend the damages order to other states (perhaps even globally).

Scope of jurisdiction in relation to internet content is not a new issue, however, it has been largely overlooked until recently. As early as 1999, the Supreme Court of New South Wales (Australia) expressed the view that:

“[a]n injunction to restrain defamation in NSW [New South Wales] is designed to ensure compliance with the laws of NSW, and to protect the rights of plaintiffs, as those rights are defined by the law of NSW. Such an injunction is not designed to superimpose the law of NSW relating to defamation on every other state, territory and country of the world. Yet that would be the effect of an order restraining publication on the internet.”

This type of judicial self-restraint seems less common today. Scope of jurisdiction has gained considerable attention in light of high-profile disputes such as the 2016 Supreme Court of Canada Equustek case (see Chapter 3.3.1), the CJEU’s 2017 judgment in Bolagsupplysningen OÜ (see Chapter 3.1.2.1), the right to be forgotten – Google France – dispute (see Chapter 3.1.6.2), and the Glawischnig-Piesczek case (see Chapter 3.1.2.1).

Yet, this issue seems to attract less attention in many other parts of the world. For example, in its decision in Hassell v. Bird in July 2018, the Supreme Court of California reversed an order by the Court of Appeals, thereby ensuring that platforms can continue to rely on the protection afforded under Section 230 of the Communications Decency Act. Tellingly, neither the Supreme Court of California nor the Court of Appeals saw reason to address the international implications of the case, even though the plaintiffs sought the removal of every defamatory review published by the defendant from Yelp.com and anywhere else they appeared on the internet.

While the CJEU cases discussing the issue of scope of jurisdiction have gained considerable attention in academic and policy discussions, decisions such as Hassell v. Bird, which involve implied claims of global scope of jurisdiction – e.g., through content removal with global effect – are virtually ignored in debates.

Among the Internet & Jurisdiction Policy Network’s stakeholders, there is widespread concern about courts making excessively broad claims of scope of jurisdiction.

“Among the Internet & Jurisdiction Policy Network’s stakeholders, there is widespread concern about courts making excessively broad claims of scope of jurisdiction.”

---

643. Google Inc v Equustek Solutions Inc 2017 SCC 34.
644. Case C-18/18 Bolagsupplysningen OÜ Ingrid Iljiän v Svensk Handel AB.
645. Hassell v Bird 234 Cal. Rptr. 3d 867 (2018), Section 230(c)(1) of the Communications Decency Act states that: “No provider or user of an interactive computer service shall be treated as the publisher or speaker of any information provided by another information content provider”.
Content restrictions should be global under certain circumstances

Among surveyed experts, a majority (64%) took the view that content restrictions should be global under certain circumstances. 27% took the view that content restrictions should never be global, and only 9% argued that content restrictions should be global by default.

Surveyed experts were largely united in the view that global content restrictions are appropriate in relation to content that is universally unlawful, with a large number pointing to bans on child sexual abuse content, as an example of such content. As noted by several respondents, virtually all other forms of content are subject to differing laws and norms. Some, however, mentioned a few other areas, including content promoting terrorism, copyright infringing content and content calling for genocide, as areas with a relatively high degree of harmonization.

A few surveyed experts took the view that content restrictions should be global to deter platforms from pandering to repressive regimes by offering selective blocking, and so that users in free countries can see and challenge blocks. As noted by another surveyed expert, however, global content restrictions may lead to the adoption of the most restrictive approaches and challenging foreign blocking orders may prove difficult.

It also seems likely that already dominant states will have greater success in pursuing orders with global scope, compared to smaller and developing states. In this way, claims of global scope of jurisdiction from leading states may prevent developing states from setting their own agendas. For certain purposes, such as preventing the creation of havens for child abuse materials, this intervention from dominant states may be appropriate. In other contexts, it may be inappropriate.

Several comments also noted that the scope of jurisdiction ought to be determined based on the facts of an individual case. For example, one surveyed expert noted that global content restrictions are motivated, when it is clear that a non-global restriction would cause actual damage.

Several interviewed experts also commented on the issue of scope of jurisdiction for content restriction. One interviewed expert observed that some providers make regional or language-based decisions in cases where content restrictions only apply to regions, rather than countries or the world, or to content in certain languages.

Some interviewed experts expressed concerns about current trends in global content restrictions, with one positing that it might take a conflict of laws issue for this challenge to be treated as a priority to be resolved at a government level, rather than an academic issue. Another interviewed expert discussed the challenges in reaching a consensus on norms for certain content. This is particularly difficult in, from a global perspective, are grey areas such as hate speech and neo-Nazi content, but agreement could be reached on appropriate processes, at least.

To summarize the responses, the Internet & Jurisdiction Policy Network’s stakeholders are generally of the view that:

1. Global content restrictions are justified for certain content, at least for child abuse materials.
2. Apart from such content, the violation of local law should not, by default, be met with global content restrictions.
3. The appropriate scope of jurisdiction for content restrictions is context-specific. One size does not fit all.
4. There is value in monitoring content restrictions in order to provide transparency and opportunities to challenge content restrictions.

These are important observations that will hopefully inform courts, as a coherent framework for scope of jurisdiction evolves.

In addition, structural improvements were suggested. One surveyed expert suggested that in order to enhance the good faith amongst jurisdictions, one option is to create a League of Judges, similar to Convention of 25 October 1980 on the Civil Aspects of International Child Abduction. The judges would then know each other previously, which strengthens their relations and the enforcement of the judicial decisions may be more effective.
4.1.8 Terms of service and community guidelines

Internet platforms, and the terms of service and community standards they impose on their users, have a tremendous impact on the regulation of internet content. Indeed, due to the number of terms of service and community standards to which internet users are exposed, people now enter into more contracts than ever before. More importantly, these contracts include choice of forum and choice of law clauses that point to foreign courts and foreign laws.

Some of the overarching meta-trends explored in Chapter 2 relate directly to internet platforms. Here, focus is placed on the terms of service and community standards as such, and the role they play for cross-border legal challenges on the internet.

Terms of service and community standards normally address matters such as content moderation policies, intellectual property matters, limitations of liability, and the use, sharing and protection of user data. Importantly, they often outline how to resolve potential disputes, as well. They may, for example, include clauses that specify what country’s law should be applied in the case of a dispute, and in which court(s) litigation may be instigated. They may also nominate specific out-of-court dispute resolution mechanisms, such as arbitration, mediation, or some form of online dispute resolution.

Despite the lack of negotiations, and despite their unilateral imposition, terms of service and community standards are, from a legal perspective, contracts between internet platforms and their users. Bygrave has written at length on the central role that contracts play in internet regulation. He illustrates, for example, that Lessig’s classic description of the four regulatory forces (law, code, market, and norms), which has guided and indeed dominated much thinking on internet governance, fails to account for the distinctive role of contracts. This is significant as contracts, including terms of service and community standards, often have a more direct impact on the activities of internet users than does legislation.

Because terms of service and community standards are typically made between businesses and consumers, consumer protection law often affects the terms they can include, and how they may be enforced. For example – as noted in Chapter 3.3.2 on e-commerce, marketing restrictions and consumer protection – recent court decisions in Canada and the EU have hinted at a possible trend against upholding choice of forum and choice of law clauses in online agreements. Although their future as tools for imposing choice of law and choice of forum selections remains unclear, there is no doubt that terms of service and community standards will continue to be an important tool for content moderation – and they will continue to impact cross-border legal challenges on the internet in that context.

If the law leaves the matter to internet platforms, for example, they may use their terms of service and community standards to outline the scope of jurisdiction they see as appropriate and remove or block content based on the standards they have set.

Terms of service also play a central role in the context of domain names. From the top down, the allocation of domain names is guided by contractual arrangements in what has been termed contract-based transnational private regulation. The dispute resolution process prescribed in the agreements with domain name registrants is often held up as an example of successful self-regulation.

Finally, while terms of service, as a regulatory tool, may be seen as a product and a modern reiteration of the idea of community standards and self-regulation that characterized the internet’s early days, they do not necessarily encompass the libertarian ideals that colored community standards and self-regulation.

---

4.2

Major technical approaches to solutions

Many of the legal issues that arise in the context of internet technology may also be solved through that same technology. This section describes and examines the role of a selection of particularly significant technical approaches to solutions impacting the cross-border legal challenges on the internet. A theme uniting many of these technical approaches is that they focus on limiting access to content.

The first technical approach to solutions – the use of so-called geo-location technologies – is currently a major ‘battle ground’. The survey carried out for this Report specifically addressed geo-location technologies and sheds light on a divergence of views of the Internet & Jurisdiction Policy Network’s stakeholders. Other technical measures aimed at limiting access to content include:

- Content filtering on the national network level;
- Court ordered suspension, deletion, non-resolving, seizure and transfer in the context of the Domain Name System;
- Court ordered DNS blocking, IP Address blocking or re-routing and URL blocking in the context of the Domain Name System;
- Service shutdowns; and
- Internet shutdowns.

All these technical blocking measures, at least in their current form, have the potential to be undermined, if not rendered useless, by the development of satellite-based internet connectivity such as the OneWeb project and Iridium, which provide satellite-based broadband connectivity worldwide. The trend of forced data localization requirements is also examined, and attention is given to the multifaceted impact of artificial intelligence.

Technological complexity poses an obstacle to finding useful technical approaches to solutions to the cross-border legal challenges on the internet. Therefore, as in the context of legal approaches to solutions, there is a need for capacity building on every level. Technical capacity building is needed among both internet users and SMEs, as well as administrators, law enforcement, courts, governments and other stakeholders. This need is particularly acute in developing countries, but it also exists at the highest levels in developed countries.

---

651. In addition to those discussed here, surveyed experts pointed to a range of other technical measures that are of significance, but perhaps somewhat more indirectly so as far as internet jurisdiction issues are concerned. Examples include e.g. algorithmic content shaping and disabling 3rd party tracking cookies by default in browsers.


4.2.1

Geo-location technologies – sacrificing ‘borderlessness’ to safeguard regulatory diversity

While the internet’s ‘borderless’ nature is one of its hallmark characteristics, geography – and the physical location of internet users – remains relevant for many purposes. For example, ascertaining the physical location of an internet user may help those providing targeted search results or advertising, as well as those seeking to engage in market segregation. Doing so may also assist law enforcement, help fraud prevention and enhance cybersecurity.

Geo-location technologies, and the information they provide, may be important for jurisdictional purposes, as well. They offer service and content providers the opportunity to tailor their offerings to comply with the laws applicable at an internet user’s location. They also give the option to avoid contact with internet users from specified locations in order to avoid exposure to laws applicable at those locations.

Geo-location technologies are technical means for ascertaining the physical location of internet users. They are, therefore, diverse by definition, and include techniques such as reliance on IP addresses, Wi-Fi information, GPS information and triangulation. Today, the use of geo-location is most commonly discussed as ‘geo-blocking’, even though blocking is merely one function of geo-location technologies. Moreover, geo-location technologies appear to have overtaken the use of cc-TLD based content diversification. Detailed discussions on the role geo-location technology may play in the internet jurisdiction date back to the first half of the 2000s. In the well-known French Yahoo! case of 2000 (Chapter 3.1), the Court concluded that it may be estimated in practice that over 70% of the IP addresses of surfers residing in French territory can be identified as being French. Yet, in a contemporaneous Supreme Court of New South Wales case, the Court emphasized that there were “no means by which material, once published on the internet, could be excluded from transmission to or receipt in any geographical area.” Such opposing views of geo-location technologies – with some courts emphasizing the role of geo-location technologies and others ignoring it completely – persist today. Several courts and legislators today take geo-location technologies for granted, and indeed emphasize the importance of their use. For example, in the September 2018 case Plixer International Inc. v Scrutinizer GmbH, a US court emphasized that the German corporation in question could have designed its site to not interact with US users. It also rejected the German corporation’s claim that the court should not consider whether a defendant blocks access to its website since, in the view of the corporation, access-blocking software is an imperious developing technology.

The CJEU, however, has a long tradition of ignoring geo-location technologies. As recently as 2017, both the Court and Advocate General Bobek emphasized “the ubiquitous nature of the information and content placed online on a website and the fact that the scope of their distribution is, in principle, universal.” This statement clearly ignores the role geo-location technologies may have in limiting the geographical distribution of online content.

This reasoning brings attention to a broader issue. In reaching their conclusions, both Advocate General Bobek and the Court relied upon an assessment of internet technology made in 2011. In deciding a case in 2017, a court should not be guided by a six-year-old assessment of the state of technology. Rather, when assessing geo-location technology accuracy rates, it is important to be aware that they are:

1. time-specific;
2. location-specific; and
3. context-specific.

Courts must consequently make such assessments on a case-by-case basis, and not be led astray by estimates made in earlier decisions, or in different contexts. In September–October 2019, the CJEU addressed two cases directly dealing with the role of geo-location technologies. In his Opinions in those cases...
matters, Advocate General Szpunar emphasized the role of geo-location technologies. As to the role of geo-location technologies, the CJEU in Case C-507/17 emphasized their use and concluded that: “it is for the search engine operator to take, if necessary, sufficiently effective measures to ensure the effective protection of the data subject’s fundamental rights. Those measures must themselves meet all the legal requirements and have the effect of preventing or, at least, seriously discouraging internet users in the Member States from gaining access to the links in question using a search conducted on the basis of that data subject’s name.”

At the same time, the use of geo-location technologies is severely restricted by an EU Regulation that applies from December 3, 2018, and which forms part of the EU’s Digital Single Market Strategy. The Geo-Blocking Regulation seeks to address “unjustified geo-blocking and other forms of discrimination based on customers’ nationality, place of residence or place of establishment within the internal market”. It is noteworthy that the Regulation is justified primarily by reference to theills of discrimination based on customers’ nationality, place of residence or place of establishment; yet it targets geo-blocking which, by its very nature, cannot recognize nationality, place of residence or place of establishment. Location may merely serve as an unreliable proxy for nationality, place of residence or place of establishment.

The tension between the policy goals pursued by the Geo-blocking Regulation and those that led Advocate General Szpunar to emphasize the use of geo-location technologies is not limited to the EU context. It can be expected that the way the EU law develops on topic of geo-location will influence other jurisdictions.

The Geo-Blocking Regulation outlines three specific circumstances under which the use of geo-blocking cannot be justified:

- The sale of goods without physical delivery.
- The sale of electronically supplied services, other than those that primarily provide access to copyright protected works or other protected subject matter (including the sale of copyright protected works or protected subject matter in an intangible form).
- The sale of services provided in a specific physical location.

The Regulation also bans blocking of access to websites and the use of automatic re-routing if the customer has not given prior consent.

“This can be expected that the way the EU law develops on topic of geo-location will influence other jurisdictions.”

This survey result was relatively equally distributed from a geographical perspective, though different stakeholder groups expressed a significant divergence in attitudes. While stakeholders from academia and from civil society were predominantly positive about the role of geo-location, those from the technical community were overwhelmingly negative. In the comments from surveyed experts, three recurring themes stood out. The first is that geo-location technologies can be easily bypassed. One respondent, for instance, noted that virtual private networks (VPNs) are far too prevalent, cheap, easy-to-use and effective for geo-location technologies to be a truly powerful technique for determining which users to block.

---

664. Case C-507/17 Google v CNIL, para 70.
VPNs and anonymizers – a ‘double-edged sword’

VPNs and anonymizers are frequently discussed in the context of cross-border legal challenges on the internet. Their ability to cater for the circumvention of geo-location technologies has gained especially strong attention. They are also often discussed in the context of their ability to shield the actual identity and physical location of internet users in order to protect privacy.

One interviewed expert stressed the role of anonymity as a protector of human rights in authoritarian regimes. Technologies such as VPNs must, therefore, be evaluated not just as tools of circumventing geo-blocking, but as tools of free speech.

VPNs and anonymizers are truly ‘double-edged swords’ in that, while they can be used by criminals to avoid being brought to justice, they are also essential tools for human rights defenders in repressive regimes – and indeed, for the average internet user seeking to maintain a degree of privacy while connecting to a public Wi-Fi network.

In some parts of the world, such as Dubai, only state-licensed VPNs are allowed. Some countries ban VPNs altogether. For example, on November 1, 2017, for example, the Federal Law No. 276-FZ – which outlaws the use of VPNs and other technical tools to circumvent website access restrictions – entered into force in Russia. The law forbids search engines from displaying results containing information about, or links to, blocked websites, and empowers the Russian

While it is correct that circumvention through VPNs undermines the accuracy of geo-location technologies, such circumvention typically requires intent. In other words, the use of circumvention tools ordinarily presupposes an awareness of what content can be accessed by using those tools. This severely limits the actual impact of VPNs in many cases. One surveyed expert further emphasized the importance of distinguishing between the questions of technical efficiency on the one hand, and legal adequacy on the other. While describing geo-location as somewhat effective in a technical sense, this respondent took the view that geo-location technologies should be considered legally adequate, given overall considerations such as comity and the human rights margin of appreciation. This illustrates a difference in thinking among respondents, with some primarily thinking of the technical efficiency of geo-location technologies, and others focusing on the legal adequacy of such technologies. This could explain the difference in attitudes seen across different stakeholder groups.

A second recurring theme is that geo-location technologies may negatively impact freedom of expression online, and that internet users may not even be aware that their freedom of expression and access to information are affected. The third recurring theme is that even though geo-location technologies are not a foolproof way for internet platforms to ensure compliance with local laws, they are still preferable to global delisting, removal and blocking in most circumstances. In addition to these three main themes, surveyed experts commented that geo-location technologies must be applied carefully in order to limit the number of false negatives, and to avoid negatively affecting DNS performance. One surveyed expert also noted that while using geo-location technologies to block access to content from certain countries may work quite well for paid-for media content, it imposes costs for most free content, and it is not clear who should cover these costs.

Ultimately, it is impossible to assess the desirability of geo-location technologies in a vacuum. Such a determination must instead be carried out as a comparative exercise, where advantages and disadvantages are compared to those of relevant alternatives. In comparing an internet grounded in an extensive use of geo-location technologies to one that is open, global and unrestricted, many may favor the latter. However, such a utopian internet does not exist today and has arguably never existed. It, therefore, seems more realistic, and more relevant, to compare an internet grounded in an extensive use of geo-location technologies to one characterized by global blocking, removal and delisting based on claims of jurisdiction – in other words, an internet where the only content that remains online is that which offends no law anywhere in the world. In this latter comparison – as suggested in comments from surveyed experts – an internet grounded in the extensive use of geo-location technologies may perhaps be favored due to its potential to keep the world connected, while still allowing for regulatory diversity.

In the fields of data privacy and cybersecurity, it is common to speak of privacy-by-design and security-by-design, respectively. Looking to the future, perhaps an increase in appropriate use of geo-location technologies could be described as ‘jurisdictional interoperability-by-design’ – that is, jurisdictional interoperability, in the form of compliance with diverse and potentially conflicting local laws, that is more clearly incorporated into technical designs.

671. For example, in the case of the GDPR fallout the non-European newspapers blocking European users (https://dataverified@ssiph.com/dataset/websites-not-available-au-gdpr) actually used geo-blocking measures with the argument, that the potential cost of being non-compliant would be considerably higher.
4.2.2

Content filtering on the national network level

Blocking and censorship have obvious and profound implications for the cross-border internet. They contribute to fragmentation and suggest that the internet is not as borderless as it may seem. Yet, compared to claims of global scope of jurisdiction made to ensure that content is blocked, delisted or removed on the internet as a whole, content filtering on the national network level has a more limited impact.

The geo-location technologies discussed in the above section should not be confused with content filtering on the national network level – the kind carried out, most famously, through the so-called ‘Great Firewall of China’. By blocking access to selected foreign content and websites, the Great Firewall encompasses the legislative and technical restrictions that the Chinese government uses to regulate the internet domestically. Similar structures have been adopted and tested in several other states with repressive governments that hold hostile attitudes toward the type of freedom of expression that is enjoyed elsewhere.672 In addition, there are efforts from Chinese companies to export part of the Great Firewall’s functionality to other countries, not all of which have repressive governments.

4.2.3

Domain Name System: court ordered suspension, deletion, non-resolving, seizure and transfer

The domain name system (DNS), as an addressing system, is a neutral technical layer that is vital for the proper functioning of the internet. Nevertheless, cross-border requests for domain name suspension are increasingly sent to technical operators regarding alleged abusive content or activity on underlying websites.

From the requestors’ perspective, the appeal of such requests is obvious – a domain suspension has, by definition, an instant global impact. At the same time, this potential for instant global impact means that requests for domain name suspension should only be considered when one can reliably determine that a domain is used with a clear intent of significant abusive conduct; only a particularly high level of abuse and/or harm could justify resorting to such a measure. Such requests must also be framed with extensive procedural safeguards for all parties involved. The protection of the core of the internet – including the DNS – is, and should be, a key priority.

This undermines the use of domain name suspension requests as a tool to tackle abusive content or activity on underlying websites.

“The protection of the core of the internet – including the DNS – is, and should be, a key priority.”

To ensure protection of the DNS, it is important to have a strong understanding of the impacts of specific actions at the DNS level. Yet, interviewed experts noted that the DNS is poorly understood, and that its complexity is often underestimated. For example, there is a widespread failure to appreciate the different structures of both the generic Top Level Domains (gTLDs) and the country-code Top Level Domains (ccTLDs). This results in an under-appreciation of the fundamental distinctions between how the Internet Corporation for Assigned Names and Numbers (ICANN) structure, and national laws or authorities, apply to different entities receiving requests for domain name suspensions.

In a colorful observation, one interviewed expert noted that attempts at using the protocol layer to affect a desired outcome at the application layer is like seeking to prevent drug trafficking on highways by regulating asphalt manufacturers to slow down vehicles.

The interviewed expert added that, although it is true that vehicles carrying drugs would be slowed down, drug couriers would find alternative modes of transport, while the harm done to other (innocent) vehicles would be extensive. While capacity building takes place in this sphere, the domain architecture is becoming increasingly complex. This has occurred due to ccTLDs behaving like gTLDs, as well as the introduction of new gTLDs.

All actors are confronted with common challenges: to define when it is appropriate to act at the DNS level in relation to the content or behavior of a domain address, and to identify the respective roles that courts and so-called ‘notifiers’ should play. These matters are examined in one of the Internet & Jurisdiction Policy Network’s three Thematic Programs.

Stakeholders in the Internet & Jurisdiction Policy Network work together in three policy Programs: the Data & Jurisdiction Program, Content & Jurisdiction Program, and Domains & Jurisdiction Program. The Programs allow members to informally coordinate policies and jointly develop proposals for operational Norms, Criteria and Mechanisms. The Domains & Jurisdiction Program currently focusses on defining on a topic-by-topic basis under what strict conditions might interruption of a domain name without consent of the registrant be envisaged/acceptable; what actions should/would domain name operators be willing and able to exercise; what rules and procedures could help establish or enhance the credibility of notifiers’ notifications (for information or action); and what possible mechanisms can help improve transparency in such processes.

The Domains & Jurisdiction Program’s current work is based on the Ottawa Roadmap of the Internet & Jurisdiction Policy Network that produced concrete proposals for operational Norms, Criteria, and Mechanisms in 2019.673 It addresses the following issues:

- Standards – Taxonomy and threshold levels for action relevant to each type of abusive behavior and content.
- Court orders – The role of court orders, including their territorial reach, their effectiveness regarding and their proportionality.
- Notifications – Criteria relevant to evaluate the credibility of a notification, with the source (i.e., the notifier) being only one element.
- Due Diligence – The procedures notifiers should ideally follow before sending out notifications, and the content of their requests.
- Procedural guarantees – Protections for registrants (notification and contradictory procedure, proportionality).
- Remediation – Appeal mechanisms and technical precautions that allow for remediation.
- Request validation – Options for certification of notifications.
- Liability – Potential protections for operators when proper due diligence is conducted.
- Transparency – Mechanisms to ensure appropriate transparency, including in relation to how operators deal with notifications, and how notifiers ensure due process prior to notification.
- Education – Accessible and high-quality information for lawmakers, courts and law enforcement to prevent unintended consequences of decisions, as well as for end users, who can play a crucial role in preventing abuse.
- Tools – Software and/or processes to enable effective, proportionate and scalable measures.

4.2.4 Domain Name System: court ordered DNS blocking, IP Address blocking or re-routing and URL blocking

DNS blocking is an approach that relates to the court-ordered suspension, deletion, non-resolving, seizure and transfer of domain names discussed above. A DNS blocking order typically requires one or several ISPs to implement a system that disables access to one or several ‘target online locations’. This procedure is exemplified in a 2018 judgment of the Federal Court of Australia. In Roadshow Films Pty Limited v Telstra Corporation Limited, a group of ISPs was ordered to take steps to prevent access to a large number of websites. The court specified that to comply with this order, the ISPs would need to implement one or more of the following steps:

“(a) DNS Blocking in respect of the Target Domain Names;
(b) IP Address blocking or re-routing in respect of the Target IP Addresses;
(c) URL blocking in respect of the Target URLs and the Target Domain Names; or
(d) any alternative technical means for disabling access to the Target Online Location as agreed in writing between the Applicants and a Respondent.”674

Much like court-ordered suspensions.

---


and the deletion, non-resolving, seizure and transfer of domain names, this type of order is controversial. The risk of discrimination and over blocking is obvious, and there are clear issues of responsibility, remedy and redress. One interviewed expert brought attention to a high-profile case of over-blocking that occurred in 2016, when the French ISP Orange mistakenly blocked the traffic to Google, Wikipedia and several other websites for its 11 million landline customers. These issues will be augmented in cases where blocking is supplemented by algorithms and artificial intelligence. Nevertheless, there are areas in which such orders may receive support. For example, one interviewed expert noted that requirements to block fraudulent URLs, or those that automatically install malware, should in fact be global.

“The risk of discrimination and over blocking is obvious, and there are clear issues of responsibility, remedy and redress.”

4.2.5

Service shutdowns

Governments frequently threaten to shut down specific internet services, and on some occasions, those threats are actually carried out. Where this happens, and the service provider is a local business, the matter is largely domestic. However, cross-border impacts arise if the service provider is a foreign company, which often is the case. Situations where a domestic service provider is blocked may have trans-border dimensions, as well. Such a service, for example, may have users in other countries that are affected, and various international obligations may be implicated.

Yet, despite the serious implications of such measures, services are frequently blocked, and service shutdowns occur across the globe.

• China regularly blocks various services, and its censorship is particularly strict around dates of historical significance. For example, the websites of 12 major international news outlets from five different countries were blocked specifically in the lead up to the 30th anniversary of the Tiananmen Square massacre.

• In July 2019, the government of Chad lifted a 16 month ban on social media which the government stated was necessary for security reasons.

• On May 29, 2018, Communications Minister of Papua New Guinea, Sam Basil, announced that the country would block access to Facebook for a month, in order to collect information to identify, filter and remove users that hide behind fake accounts, upload pornographic images, or post false and misleading information on Facebook. The Minister cited the 2018 Cyber Crime Act as the basis for the block and mentioned that the government was also "looking at the possibility of creating a new social network site for PNG citizens with genuine profiles as well.”

• On May 28, 2018, Egypt’s top administrative court ruled that YouTube should be blocked for one month over 'The Innocence of Muslims', a 2012 anti-Islamic video that sparked protests in the Middle East upon its release. A lower administrative had ordered the block in 2013, after which the case was appealed until the May 26, 2018 ruling.

• On April 13, 2018, a Russian court ordered that access to the messaging service Telegram be blocked in Russia, following

the platform’s repeated refusal to hand over its encryption keys to the FSB, the Russian security agency.682 This was met with considerable opposition.683 A few days thereafter, on April 17, 2018, Roskomnadzor requested that Google and Apple remove Telegram from their application stores. On the same day, the regulator announced that it had blocked millions of IP addresses belonging to Amazon Web Services and Google Cloud, in an attempt to block access to Telegram. This resulted in disruptions for other application stores, including Google’s search engine and email service.684

- **On March 8, 2018**, the government of Sri Lanka ordered ISPs to temporarily block access to Facebook, WhatsApp and Instagram because they were spreading and amplifying hate speech amid violent protests in the country, according to a government spokesperson.685 The ban was lifted a week later, after meetings between Sri Lankan authorities and representatives of the platform.686 Social media and messaging apps were again temporarily blocked by the Sri Lankan government in April 2019 to prevent misinformation and incitement of violence in the wake of terrorist attacks.687

- **On November 8, 2017**, the Ministry of Communications of Indonesia announced that it would launch, in January 2018, an automated system to flag and block websites or messaging services displaying pornography or extremist content.688 The government also stated that it would summon executives of messaging services and search engines to demand that they moderate obscene content. The announcement followed the Indonesian government’s threat to ban WhatsApp if it did not move to block obscene GIFs on its platform.689 In May 2018, the Indonesian government temporarily restricted access to social media platforms including Facebook, WhatsApp and Instagram seeking to prevent misinformation and provocation following violent riots in Jakarta.690

- **On September 6, 2017**, it was reported that access to Facebook and WhatsApp was difficult in Togo before all mobile internet was reportedly shut down.691 After service was restored, WhatsApp was again blocked, as connection speeds slowed down on September 19, 2017. The internet access restrictions came amid intensifying anti-government protests in the country.692

- **On May 12, 2017**, the National Broadcasting and Telecommunications Commission (NBTC) of Thailand threatened to block Facebook unless the US-based company removed 130 ‘illegal’ posts.693 The demand came after the Thai Internet Service Provider Association (TISPA), which accounts for 95% of internet traffic in the country, purportedly requested that Facebook Thailand restrict access to content critical of the monarchy.694

- **On May 5, 2017**, a Turkish court in Ankara rejected an appeal by the Wikimedia Foundation against a blocking of Wikipedia in the jurisdiction.695 On April 29, the Turkish telecommunications authority BTK announced that Wikipedia would be blocked through an administrative measure citing law no. 5651, which regulates online content in Turkey. After the blocking, the Turkish Communications ministry stated that Wikipedia had been part of a smear campaign against Turkey in the international arena. In their decision, the judges of the Ankara court were quoted as saying that while freedom of

---


4.2.6

Internet shutdowns

In some extreme cases, governments have opted to shut down internet access entirely within specific countries. Even if they are temporary, such internet shutdowns are fundamentally opposite to the idea of a global internet. After all, internet shutdowns affect not only the people in the country where the shutdown takes place; they also affect anyone outside seeking to communicate with persons or facilities in that country. Furthermore, if a foreign business has invested in the market in question, an internet shutdown may have devastating effects. This is especially true if the foreign business has decided to locate its data in that country, either voluntarily or involuntarily. In the light of this, internet shutdowns are an obvious obstacle to attracting foreign business and investment.

Examples of internet shutdowns are plentiful. In January 2019, the internet was shut down for a time in Zimbabwe.697 but was restored following a court order finding that Zimbabwe’s government exceeded its mandate in ordering an internet blackout during the civilian protests.698 Similarly, following the general election on December 30, 2018, it was reported that internet access had been restricted in the Democratic Republic of Congo (DRC).699 A spokesperson for the DRC presidency indicated that internet access, as well as SMS services,

On some occasions, the reasons for blocking a platform at a particular time are not entirely transparent. For example, on November 25, 2017, Twitter stated that the Pakistani government had taken action to block its service, as well as other social media services.695 The reasoning behind the block was unclear, although, some news outlets have linked it to Islamist protests in Islamabad.696

Similarly, on September 25, 2017, text messages sent through WhatsApp were blocked in China, following partial blocks of images and videos in July 2017.697 While the reasons for the blocking were unclear, news outlets have noted that the decision came ahead of the 19th National Congress of the Chinese Communist Party, a major political event that began on October 18, 2017.698 There are also variations in procedural steps required before a service may be blocked or shut down. For example, on June 14, 2018, the Belarusian National Assembly amended the country’s media law, introducing a requirement for authors of all online posts and comments to identify and register themselves. The government will be able to block social media platforms without the need for a court order. Media platforms must also register with the Information Registry; unregistered media outlets will not enjoy protections granted to the press.

---

had been cut after “fictitious results” started appearing.706 On December 12, 2017, the Ethiopian government partially blocked access to the internet as student protests grew violent in the Oromia region.707 Ethiopia has repeatedly restricted access to the internet in recent years, and only one ISP, which is state-owned, currently operates in the country.708 The end of 2017 also saw a lengthy period of restrictions on internet access in the Anglophone regions of Cameroon.709 The block was enacted on October 1, 2017, as protests mounted in the Anglophone regions over a perceived failure to uphold the rights of the English-speaking minority. An earlier block the same year was lifted after more than three months, having lasted from January to April 2017.710 Other recent examples in 2019 of internet shutdowns as a way to crack down on protests and prevent the spread of information include the Indian government’s shut down of internet access in Kashmir,711 the blocking of access by the Algerian government712 and also by the ruling Sudan military in response to peaceful protests.713 Benin also experienced an internet shutdown on April 28, 2019 on the day of the legislative elections.714 Despite the prevalence of internet shutdowns, there is a widespread recognition that internet shutdowns have a serious negative impact. For example, on June 2, 2017, the African Organisations for Internet Governance (AFRINIC), which includes AFRINIC and other African internet organizations, released a statement criticizing the increasing number of internet shutdowns ordered by Government in Africa, and drawing attention to their negative effects.715 The statement also criticized a policy, proposed by AFRINIC in April, to restrict access to new IP addresses for governments that engage in internet shutdowns, which AFRINIC formally recanted during the 5th African Internet Summit.716 Similarly, the UN Human Rights Council has repeatedly emphasized that it “[c] ondemns unequivocally measures to intentionally prevent or disrupt access to or dissemination of information online in violation of international human rights law and calls on all States to refrain from and cease such measures”717 Survey recipients highlighted initiatives that are seeking to better inform the impacts of internet shutdowns, including the Cost of Shutdown Tool developed by the Internet Society and Netblocks which is a freely accessible online tool to measure the economic cost of internet shutdowns.718 Access Now also published its #keepiton Report in 2018 which shows recent trends in internet shutdowns and highlights that they are on the rise.719

711. Internet & Jurisdiction Policy Network. (2019, August). India shuts down internet access in Kashmir. I&J Retrospect Database. Retrieved from https://www.internetjurisdiction.net/publications/retrospect#eyJxIjoiYXNjaWVwX2EuLCJmcm9tIjoiMjAxOS05OSwmd2hvbWVfZG9jdW1lbnQuaW5kZWZpbmVfZGl0b3JvdW5kIiwic2NldHJvcnQiOiIyMDE5LTAxIiwidG8iOiIyMDE5LTA4In0=.
712. Internet & Jurisdiction Policy Network. (2019, March). Algeria blocks access to the internet in order to crackdown on protests. I&J Retrospect Database. Retrieved from https://www.internetjurisdiction.net/publications/retrospect#eyJxIjoiYXNjaWVwX2EuLCJmcm9tIjoiMjAxOS05OSwmd2hvbWVfZG9jdW1lbnQuaW5kZWZpbmVfZGl0b3JvdW5kIiwic2NldHJvcnQiOiIyMDE5LTAxIiwic3VjaW50ZXIiLCJzdHlsZSI6MTIwMTJjMjQzNzQ1MzYyLCJoIjoiY29tcGxldGVyIiwicF9jbGFzcyI6IjIzMTA2MDM2NTQ0ODA4ODgifQ==.
4.2.7

Mandatory data localization

As seen in the Chapter outlining major topical trends (Chapter 3), forced data localization requirements are becoming a widely adopted approach – and, it is argued, a solution – to some of the cross-border legal challenges on the internet. This issue is separate from that of data location as a jurisdictional connecting factor. Nevertheless, it may be interesting to observe how more states attach significance to data location for practical enforcement reasons, while its significance as a jurisdictional connecting factor is almost eradicated. Examples of mandatory data localization laws are plentiful. For example, on September 10, 2018, it was reported that Google had agreed to comply with data localization requirements set by the Reserve Bank of India (RBI), the country’s central bank. The RBI set a deadline of October 15, 2018 for all payment system operators to store the financial data of Indians within the country’s territory. While recent amendments have softened the requirements, also India’s proposed personal data protection bill incorporated mandatory data localization requirements. This is merely one example of a clear trend. One of the most well-known examples is found in China’s Cybersecurity Law which stipulates that sensitive data must be stored domestically. Another example of data localization requirements is Indonesia’s Government Regulation No. 82 of 2012 on the Implementation of Electronic Systems and Transactions (“GR 82”) and despite a 5 year transition period operators have sought leniency and more clarification from government on the requirements. The government is reportedly working on a draft amendment to the law.

There were clear sectoral and regional differences among surveyed experts’ attitudes toward data localization laws. While the regional sample admittedly is too small to constitute the basis of conclusions, on its own, there is anecdotal evidence – including discussions at recent conferences – supporting the conclusion that data localization is more readily viewed as a solution among Asian countries than elsewhere. Perhaps it is unsurprising that countries – including countries in Asia – who feel subjected to a form of digital colonization by the countries in which major internet companies are based, would tend to have a more favorable view of data localization. To put it another way, the countries that are primarily receivers of internet services may – correctly or incorrectly – perceive data localization as a tool for power equalization.

In their comments, several surveyed experts expressed the view that data localization requirements represent a blunt, dated and inadequate approach to the problem, and that it reflects a failure to resolve legal questions. One respondent pointed to data localization laws as a sign of mistrust in other legal systems; another emphasized that such laws should be partly understood as a response to the current state of affairs, as states’ ability to enforce their laws is being undermined. One interviewed expert pointed to concerns about how data being stored outside the jurisdiction of a state will impact that state’s sovereignty. Others raised concerns that forced data localization lacks scalability as an approach, and noted that data localization requirements do not change

who is responsible for the data. Like the surveyed experts, interviewed experts pointed to several weaknesses and risks associated with forced data localization. When imposed widely, forced data localization is very costly for companies to comply with. This, interviewed experts observed, risks entrenching the position and power of the small number of already established companies that can afford, and have the legal and technical expertise, to comply with multiple forced data localization requirements. This, they added, will stifle innovation. Another interviewed expert noted another aspect of the cost factor: the degree to which businesses outside the country will decide to comply with data localization requirements will depend on their desire to economically engage in that country.

One interviewed expert noted that data localization requirements may provide some performance increases. But the same expert also pointed to the risk that, when imposed by small countries, such requirements may simply result in businesses opting not to engage in their markets, resulting in a lack of access to service options and a potential lowering of performance. Interviewed experts also noted that forced data localization requirements by oppressive regimes may pose risks to rights. For example, in an interview published on April 18, 2018, the head of Russian communications regulator Roskomnadzor stated that Facebook could be blocked if the platform does not show compliance with Russian data localization requirements. Roskomnadzor had already warned the platform that it would be blocked unless it complied with its data localization rules in September 2017. In November 2016, LinkedIn was blocked for refusing to comply with the rules. In April 2019, a Russian court fined Facebook and Twitter for not providing information in compliance with the data localization requirements. Finally, despite all the attention directed at forced data localization requirements, it is worth noting that data localization occurs on a voluntary basis, as well. In fact, given that data always needs to be stored at some physical location, voluntary data localization choices are exceedingly common and are affected by a wide range of factors.

4.2.8 Artificial Intelligence

Artificial intelligence (AI), while not a new phenomenon, has recently captured the attention of all the Internet & Jurisdiction Policy Network’s stakeholder groups. Indeed, arguably no other topic discussed in this section of the Report transcends, and indeed unifies, the three areas of expression, economy and security, in the way AI does. Consequently, the impact of AI and related technical developments such as machine learning, algorithmic decision-making and other forms of automated data processing are relevant for several parts of this Report. Any discussion of the increasing responsibility bestowed on private operators (through laws making internet platforms the gatekeepers of content) must account for the potential of AI as a content moderator — one that can be implemented on multiple levels and by multiple stakeholders. Several interviewed experts predicted that policy makers will call for platforms to implement AI to detect and remove unlawful content, at least in relation to some categories of illegality. As this happens, issues such as algorithmic biases, over-blocking, lack of transparency, lack of remedies and liability concerns have already arisen, and will only grow in intensity. AI stands to transform most, if not all, aspects of society. It plays an increasingly large role in the operation of our mobile phones and home computer systems, and in the way information is accessed and shared; AI affects the types of jobs available and how employees work in the jobs that remain; it improves health diagnostics; and it carries huge economic implications: “PwC has estimated that AI could contribute up to $15.7 trillion to the global economy in 2030, more than the current output of China and India combined. Of this, $6.6 trillion likely will come from increased productivity due to automation of tasks and roles

and $9.1 trillion likely will come from product enhancements that stimulate consumer demand.”

AI may transform the national security arena, as well. As recently noted: “Three of the world’s biggest players, US, Russia, and China, are entrenched in non-kinetic battle to out-pace the other in AI development and implementation.”

AI also poses risks in relation to the creation and distribution of undesirable online content such as hate speech, bullying and deep fakes. There are concerns that AI may be contribute to the ‘junkification of the internet’ in a manner that undermines the internet’s value. Considering the above, there can be no doubt that AI will impact many, if not most, of the issues discussed in this Report, and needs to be carefully monitored over the coming years.

“arguably no other topic discussed in this section of the Report transcends, and indeed unifies, the three areas of expression, economy and security in the way AI does.”

<table>
<thead>
<tr>
<th>Some recent key developments and publications on AI include the following:</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>In September 2019</strong>, the World Economic Forum published its White Paper titled AI Government Procurement Guidelines.731</td>
</tr>
<tr>
<td><strong>At the G20 Ministerial Meeting on Trade and Digital Economy in June 2019</strong> in Tsubuka, Japan, the G20 Trade and Digital Economy Ministers endorsed the G20 AI Principles focusing on a human-centred approach to AI.734</td>
</tr>
<tr>
<td>The OECD adopted its Principles on Artificial Intelligence in May 2019.735</td>
</tr>
<tr>
<td><strong>In January 2019</strong>, Singapore’s Personal Data Protection Commission published its Model AI Governance Framework.736 Consultation has taken place during the first half of 2019.737 And in <strong>November 2018</strong>, The Monetary Authority of Singapore (MAS) released a set of principles to promote fairness, ethics, accountability and transparency (FEAT) in the use of artificial intelligence (AI) and data analytics in finance.738</td>
</tr>
<tr>
<td><strong>In 2018</strong>, 32 UN bodies/agencies and the ITU published a report titled United Nations Activities on Artificial Intelligence (AI), outlining how various UN agencies use AI technologies to achieve their objectives.739</td>
</tr>
</tbody>
</table>

---

In December 2018, the European Commission’s High-Level Expert Group on Artificial Intelligence published its Draft Ethics Guidelines for Trustworthy AI. Following further consultations, the revised Guidelines were published in 2019. In 2019, the EU also launched the European AI Alliance, an open discussion platform.

In December 2018, the Council of Europe adopted a text setting out ethical principles relating to the use of artificial intelligence in judicial systems. The Council of Europe has also – on 11 September 2019 – set up an Ad Hoc Committee on Artificial Intelligence, and have published numerous reports and declarations over recent years such as:

- Unboxing Artificial Intelligence: 10 steps to protect Human Rights of May 2018.
- Declaration by the Committee of Ministers on the manipulative capabilities of algorithmic processes of February 2019.
- Draft Declaration of the Committee of Ministers on the manipulative capabilities of algorithmic processes of November 2018.
- Draft Recommendation of the Committee of Ministers to member States on human rights impacts of algorithmic systems of November 2018.
- A study of the implications of advanced digital technologies (including AI systems) for the concept of responsibility within a human rights framework of November 2018.

UNESCO has arranged events such as its Forum on Artificial Intelligence in Africa in December 2018.

In November 2018, the German Federal Government’s Artificial Intelligence (AI) strategy was published.
Making specific reference to agriculture, healthcare, public services and financial services, a November 2018 white paper by Access Partnership and the University of Pretoria noted: “The rapidly developing set of artificial intelligence (AI) technologies has the potential to solve some of the most pressing challenges that impact Sub-Saharan Africa and drive growth and development in core sectors.” However, in its November 2018 report Coming to Life: Artificial Intelligence in Africa, the Atlantic Council notes that:

• “Unfortunately, except in a handful of countries—namely Kenya, South Africa, Nigeria, Ghana, and Ethiopia—the application of AI is a chimera, not a reality. The critical factors necessary for the technology to take hold are woefully absent across most of the continent, and many African countries remain incapable of requisite reforms in the areas of data collection and data privacy, infrastructure, education, and governance. Without those reforms, there is little chance that most African nations will be able to exploit AI technologies to advance sustainable development and inclusive growth. The specter of automation threatens to leave these countries behind.”


In September 2018, the World Wide Web Foundation published its report titled Algorithms and Artificial Intelligence in Latin America.

In September 2018, the Subcommittee on Information Technology Committee on Oversight and Government Reform of the U.S. House of Representatives issued a white paper titled Rise of the Machines: Artificial Intelligence and its Growing Impact on U.S. Policy.

In June 2018, the National Institution for Transforming India (NITI Aayog) released a white paper on the development of a comprehensive national AI strategy.


In April 2018, ARTICLE 19 and Privacy International published a report titled Privacy and Freedom of Expression in the Age of Artificial Intelligence. ARTICLE 19 published a further report in April 2019 titled Governance with Teeth: How Human Rights can Strengthen FAT and Ethics Initiatives on Artificial Intelligence.
It has been noted that “China has the capability and opportunity to lead international collaboration in the development and governance of AI, ensuring that this breakthrough technology will positively contribute to the general welfare of all humanity.” In January 2018, the China Electronics Standardization Institute published its Artificial Intelligence Standardization Whitepaper, “which summarizes current developments in AI technology, standardization processes in other countries, China’s AI standardization framework and China’s plan for developing AI capabilities going forward.”

In 2017, the Group of Seven (G7) – comprising of Canada, France, Germany, Italy, Japan, the UK and the US – issued its Innovation Ministers’ Statement on Artificial Intelligence.

A 2017 McKinsey Global Institute report observed that: “China and the United States are currently the world leaders in AI development. In 2015 alone, they accounted for nearly 10,000 papers on AI published in academic journals, while the United Kingdom, India, Germany, and Japan combined to produce only about half as many scholarly research articles.”

In October 2017, the United Arab Emirates released an AI strategy.

A topic that so far has gained only limited attention, is the extent to which AI may help overcome some of the challenges with which this Report is concerned. Yet, this topic has the potential to become increasingly important. Indeed, AI may potentially assist with anything from helping individual and companies navigate the complex regulatory landscape online, to being utilized by courts either to inform the court, or even to directly or indirectly decide disputes.

---
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RELEVANT CONCEPT CLUSTERS 101

- EXPRESSION
- SECURITY
- ECONOMY
As noted (Chapter 1.5), and as observed by interviewed and surveyed experts, progress on the cross-border legal challenges faced on the internet has been hindered, in part, by the insufficiency of the framework and concepts we use to address these challenges. The entire field suffers from a pronounced ‘artificial regulatory challenge’.

The current conceptual complexity in the field of cross-border legal challenges faced on the internet prevents informed participation for many stakeholders, and frequently results in misunderstanding, miscommunication and avoidable disagreement. There are numerous concepts that must be understood and agreed upon in order to foster a productive discussion of the issue. Complicating matters further is the fact that these concepts are often only properly understood when viewed in relation to other related concepts.

This Chapter highlights the variety of relevant ‘concept clusters’, with the aim to both discuss a selection of concepts and illustrate how they relate to each other. Some key concepts – such as the concept of ‘jurisdiction’ – must be viewed in relation to several other concepts and are thus discussed as part of several clusters.

5.1

Public international law, private international law (or conflict of laws)

The discipline of public international law is traditionally described as a legal order that structures interactions between states. There is recent recognition, however, that the discipline also encompasses other international law subjects, and relationships between individuals and states.

In contrast, private international law (or conflict of laws, as the discipline often is referred to in Common Law countries), is the part of domestic law that governs relations (across different legal jurisdictions) between natural persons, companies, corporations and other legal entities. This distinction, while still prevalent, has been subject to criticism for a long time, and is arguably becoming more difficult to maintain:

“From a functional point of view, the distinction between public and private international law would appear to be at best artificial, as both public and private international law ultimately deal with the myth and practice of responding to claims for the allocation of the good as well as the undesirable things in the world social processes. [...] [P]ublic and private international law are in reality complementary and indispensable components of a larger and more inclusive conception of world public order.”

An area like data privacy law, for example, seems to fit partly in public international law and partly in private international law. Furthermore, the


cross-border legal challenges faced on the internet are much the same whether they arise within public international law (as traditionally defined) or in private international law; both public and private international law are aimed at “allocating among states of the world the competence to make and apply law to the transnational events that affect them.” Finally, it should be noted that if a remedy granted under private law is ignored, public law may impose sanctions. Therefore, private law matters that initially raise jurisdictional issues under private international law may later raise jurisdictional issues under public international law, as well. Against this background, it is fruitful to approach internet jurisdiction as a homogenous field of study.

5.2 Sovereignty, jurisdiction, territory and human rights

The term jurisdiction has more than one meaning. Here, it is used to signify the power to hear a matter, e.g., where a court has jurisdiction over a given dispute. The concept of sovereignty is typically described as involving supreme authority within a territory. There is, therefore, a clear link between sovereignty, jurisdiction and territory, though this link is often misunderstood. While territorially traditionally plays an important role in relation to jurisdiction, the concept of sovereignty does not always demand that jurisdiction be based on territory alone. To see that this is so, one need only consider established international law concepts such as the nationality principle that authorizes jurisdictional claims based on the nationality of the person in question. Moreover, while international law may demand that there be only one sovereign over a given territory, it is clear that an individual or matter may be subject to more than one sovereign power. Sovereignty should not necessarily be understood to signify exclusiveness in all settings; sovereignty-based exclusiveness, in relation to persons and matters, is a poor fit with the interconnected world.

There is an ongoing debate about how the concept of sovereignty applies online. This debate gets to the core of the concept of sovereignty; some have raised questions as to whether sovereignty is itself a binding rule of international law, or rather a principle of international law that guides state interactions but does not dictate results under international law. This has far-reaching implications in general but also for claims of so-called ‘data sovereignty’ and ‘information sovereignty’ – terms often used without any clear consensus on their precise meanings.

This takes us to the long-standing tension between sovereignty on the one hand, and human rights on the other hand. The relationship, or indeed hierarchy, between sovereignty and human rights is of crucial importance. The traditionally Western view that human rights override sovereignty, necessarily imposes limitations on what states can do. However, for example, under former Soviet international law doctrine, sovereignty took priority over human rights, and under the Soviet concept of ‘information sovereignty’, “the State has a right to control the dissemination of information within its territory.” Such sentiments are increasingly common in relation to the internet, and the tension between sovereignty and human rights remains of central importance.

5.3 Territorial, and extraterritorial, jurisdictional claims

A distinction is often drawn between territorial and extraterritorial jurisdictional claims. Unfortunately, the implications of extraterritorial jurisdictional claims are often overstated with regard to international law. In fact, the territorial/extraterritorial dichotomy is sometimes misused as shorthand for distinguishing between legitimate and illegitimate claims of jurisdiction. However, just as there may be perfectly legitimate extraterritorial claims of jurisdiction under international law, there may be questionable territoriality based claims of jurisdiction, as well. In addition, under international law there is no clear consensus on how to define a jurisdictional claim as extraterritorial. As illustrated in the 2018 Microsoft Warrant case, for example, even legal systems that include an express presumption against extraterritoriality lack a clear definition of extraterritoriality in the online context. This further undermines the usefulness of the territorial/extraterritorial dichotomy as a tool for addressing cross-border legal challenges on the Internet.

5.4 Due diligence, duty of non-intervention and comity

The concept of comity is found in both international law and the laws of various states. It lacks a uniform definition and may not necessarily carry the same meaning in the international arena as it does in a state’s domestic laws. Nevertheless, the general idea of comity is that a state must consider the rights and interests of other states. Thus, in the context of the cross-border legal challenges faced on the internet, the concept of comity is an important reminder that even if a state making a claim of jurisdiction has a strong connection to, and interest in, the matter at hand, it must also consider the rights and interests of other states before deciding to claim jurisdiction. The duty of non-intervention (or ‘the principle of non-interference’) is a direct consequence of sovereignty; states enjoy sovereignty, and other states must take steps to avoid interfering with that sovereignty. Therefore, like the concept of comity, the duty of non-intervention underscores the necessity of accounting for the rights and interests of other states when making jurisdictional claims. While discussions of internet jurisdiction typically focus on restrictions on jurisdiction, such as those imposed by the concept of comity and the duty of non-intervention, international law may also mandate claims of jurisdiction in certain circumstances. Under the due diligence principle (and the overlapping ‘no harm principle’), a state is essentially obliged to ensure that other states’ rights and interests are not violated under its jurisdiction. Together, these three concepts impose an obligation for states to account for the interests of other states in deciding whether to claim jurisdiction over a specific matter or person.

779 See e.g.: Hilton v Guyot 159 US 113 (1896) 164.
781 See further: Corfu Channel (United Kingdom v Albania) [1949] ICJ Rep 4.
5.5 Legislative jurisdiction, adjudicative jurisdiction, investigative jurisdiction and enforcement jurisdiction

In public international law, jurisdictional claims traditionally fall under the categories of:

1. legislative (or prescriptive) jurisdiction – i.e., the power to make its law applicable to the activities, relations or persons;
2. adjudicative (or judicial) jurisdiction – i.e., the power to subject persons or things to the process of its courts or administrative tribunals; or
3. enforcement jurisdiction – i.e., the power to induce or compel compliance or punish noncompliance with its laws or regulations.

A fourth category – investigative jurisdiction – is increasingly recognized, as well. While investigative measures have traditionally been treated as an aspect of enforcement jurisdiction, such measures radically differ from other categories of conduct (such as arrests on foreign soil) that are also classified as claims of enforcement jurisdiction. There is, therefore, little merit in bundling such distinct matters under one heading.

The neat categorization outlined above is something of an illusion. As illustrated by the discussion in and around the seminal Lotus case, there is not always agreement on the category to which a given jurisdictional claim belongs. Furthermore, it is often assumed that the impacts of claims of enforcement jurisdiction are necessarily more severe than the consequences of legislative jurisdiction or adjudicative jurisdiction claims. Yet, this is an oversimplification. Ultimately, the impact of each jurisdictional claim must be assessed regardless of category; and the greater the potential for a jurisdictional claim to interfere with the sovereignty of another state, the greater the reason to limit the exercise of jurisdiction.

5.6 Jurisdiction, choice of law, declining jurisdiction, recognition and enforcement

Private international law addresses four types of issues. The first is the question of jurisdiction – the court’s power to hear the dispute. The second is the matter of choice of law. Choice of law is an important matter because once a court decides to claim jurisdiction, it may, for a variety of reasons, decide to apply foreign substantive law, and the applicable law will determine the outcome of any dispute. A court that has determined that it may claim jurisdiction over a given dispute may nevertheless decide not to exercise that jurisdiction. This is known as the court’s power to decline to exercise jurisdiction. The grounds upon which the court may reach such a conclusion vary considerably across countries. In general, courts in the Common Law tradition have wider discretion (particularly via the doctrine of forum non conveniens) in comparison to their Civil Law counterparts, which can typically only decline jurisdiction if an action is already pending in another court (lis alibi pendens).

Finally, if a court in one country has decided a substantive dispute, the resulting judgment may need to be recognized and enforced in another country. These four components are intertwined, and best viewed as a system where changes to the rules of one are likely to affect the rules of the others.
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785. Under the doctrine of forum non conveniens a court may decline to exercise jurisdiction due to it being ‘a clearly inappropriate forum’ (under Australian law), or more commonly, due to there being another court that may more appropriately hear a case.
786. Lis alibi pendens instructs a court to stay a lawsuit where another lawsuit is pending elsewhere. Thus, the ultimate goal is to avoid contradictory judgments on the same matter.
5.7 Personal jurisdiction, subject matter jurisdiction and scope of jurisdiction

A distinction is often drawn between personal jurisdiction and subject matter jurisdiction. **Personal jurisdiction** relates to a court having jurisdiction over a particular legal or natural person. **Subject matter jurisdiction** relates to whether a court has jurisdiction over the type of dispute in question. Recent litigation, however, has brought attention to a third type of jurisdictional issue: ‘scope of jurisdiction’. **Scope of jurisdiction** relates to the geographical scope of orders rendered by a court that has personal jurisdiction and subject-matter jurisdiction. This issue – which overlaps with the law of remedies – has lately arisen with courts making global blocking, de-referencing or content removal orders. Considerations as to the appropriate scope of jurisdiction are intrinsically linked to the strength of the relevant claim of personal jurisdiction, as well as to the choice of law. For example, where a court has a relatively weak claim of personal jurisdiction, it may not be in a position to opt for an expansive scope of jurisdiction. A court opting for an expansive scope of jurisdiction may also not be able to apply only its own law, given the impact its judgment will have abroad.

5.8 Technology neutral, functional equivalence, future proofing

Given the speed with which technology develops, laws enacted today risk being outdated even before they come into effect. As a result, laws may fail to: (1) regulate conduct to which they should apply, and/or (2) regulate conduct to which they should not apply. To address these concerns, law makers have long sought to develop **technology-neutral laws**. Such laws are not anchored in terminology and concepts that are technology-specific and, therefore, are likely to date quickly. **Technology-neutral laws** are thus better equipped to address the first of the two risks identified above. But one may argue that compared to technology-specific laws, technology-neutral laws are at greater risk of regulating conduct to which they should not apply. The related idea of **functional equivalent laws** aims to ensure that laws regulate internet conduct in the same way they regulate equivalent offline conduct. **Future proofing laws** is a broader concept that, essentially, draws attention to: (1) how potential future developments may impact the application of the law in question, and (2) how the law in question may impact potential future developments.

5.9 Data types

Various data classifications have emerged across different settings, and unfortunately, with little coordination. In the setting of data privacy, a distinction is typically drawn between data that amounts to ‘personal data’ and data that does not. This distinction is crucial, as data privacy laws ordinarily only regulate personal data. Of the data that qualifies as personal data, some types are viewed as sensitive data, and may be afforded the protection of additional safeguards. Data classification has also emerged in cases where law enforcement seeks to access privately held data. Here, a distinction is often made between metadata and content data. Metadata is sometimes divided into subcategories: most commonly, ‘subscriber information’ and ‘traffic data’. But it is sometimes divided into three subcategories – ‘subscriber data’, ‘access data’, and ‘transactional data’ – as is the case in the recent EU proposals on this topic.

---

5.10 Delist, deindex, de-reference, delete, block, remove, takedown, stay-down

The terminology of court orders aimed at dealing with unlawful content has exploded in variety in recent years. Several terms are used interchangeably; orders to delete, remove or take-down content, for example, order a party to cease making the content in question available online. In contrast, orders to delist, deindex, de-reference or block content are aimed at forcing a party – typically an intermediary, such as a search engine or an internet platform – to make the relevant content unavailable on the platform in question. Finally, it is worth noting the difference between ‘takedown’ and ‘stay-down’. The former has already been explained. The latter goes further, requiring the party in question to take steps to prevent the content from re-appearing.\(^7\)

5.11 Registry, registrar, gTLD and ccTLD

The governance of domain name system (DNS) is structured in layers. An organization that manages top-level domain names is known as a domain name registry. The role of a registry includes creating domain name extensions, setting the rules for the domain names under that top-level domain, and working with registrars to sell domain names to the public. A registrar is an organization – accredited by a domain name registry – that sells domain names to the public. It is also important to distinguish between generic top-level domains (gTLDs) and country code top-level domains (ccTLDs). As some interviewed experts emphasized, gTLDs are global in nature, and gTLD registrars are bound by a contractual structure with ICANN. In contrast, ccTLDs are regulated by national laws and procedures. The same interviewed expert noted that, although approximately 45% of domain names in the world are ccTLDs, most discussions seem focused on gTLDs.

5.12 Internet, World Wide Web

While one sometimes sees the terms internet and World Wide Web (WWW) used as synonyms, such interchangeable usage is incorrect. The internet is the technical infrastructure that connects computers around the world and is often described as a network of networks. It is, therefore, possible, in theory, to imagine a content-less internet. But, most references to the internet seem to implicitly incorporate the content available on the internet. Thus, the term ‘internet’, as most commonly used, has both a physical dimension (the technical infrastructure) and a digital dimension (the content). Both these dimensions create potential jurisdictional connection points. Communications on the internet are controlled by various protocols. WWW uses the Hypertext Transfer Protocol (HTTP). Users may operate software called web browsers to access webpages that may be connected via so-called hyperlinks. WWW is merely one of several communications forms that are built on the internet. Others include, email (based on the Simple Mail Transfer Protocol (SMTP)) and the File Transfer Protocol (FTP), commonly used for transmitting files over the internet.

5.13


Transactions between two businesses are commonly referred to as **business-to-business** (B2B) transactions. If, for example, a department store purchases a sophisticated computer system from a manufacturer, the two companies engage in a B2B transaction. If, on the other hand, a natural person purchases a book from an online bookstore (outside of her/his professional capacity), a **business-to-consumer** (B2C) transaction takes place. Both B2B and B2C transactions have occurred online for a relatively long period of time. The third category, **consumer-to-consumer** (C2C) transactions, are comparatively more recent. In a C2C transaction, neither party acts in their professional capacity. A typical example of such a transaction involves a natural person purchasing an object from another natural person through an online trading platform.

5.14

Strong, moderate and weak artificial intelligence

There are numerous definitions of artificial intelligence, and a variety of ways in which to conceptualize different types of AI. The Council of Europe, for example, defines AI as “a set of sciences, theories and techniques whose purpose is to reproduce by a machine the cognitive abilities of a human being. Current developments aim, for instance, to be able to entrust a machine with complex tasks previously delegated to a human.”

The Council also notes the distinction between what has been termed ‘strong’ AI, with the ability to “contextualize very different specialized problems completely independently,” and ‘weak’ to ‘moderate’ AI, with the ability to “perform extremely well in their field of training.” Strong AI is generally beyond the reach of current technologies. This – the classification of AI as being strong, moderate or weak – is of course only one way in which to categorize AI. Another common approach is to distinguish between different AI technologies, such as machine learning and natural language processing (NLP). Put simply, machine learning involves learning algorithms exposed to training data resulting in software with the ability to make predictions or decisions without being explicitly programmed to perform the task. NLP is “concerned with the interactions between computers and human (natural) languages, in particular how to program computers to process and analyze large amounts of natural language data.”

Finally, it should be noted that AI often is discussed in the context of a variety of other ‘buzzwords’ such as automation and data mining. Both automation and data mining can, but need not be, based on AI.

---
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The Internet & Jurisdiction Policy Network is the multistakeholder organization addressing the tension between the cross-border nature of the internet and national jurisdictions.

Its Secretariat facilitates a global policy process between key stakeholders to enable transnational cooperation and policy coherence. Participants in the Policy Network work together to preserve the cross-border nature of the Internet, protect human rights, fight abuses, and enable the global digital economy. Since 2012, the Internet & Jurisdiction Policy Network has engaged more than 300 key entities from different stakeholder groups around the world, including governments, the world’s largest Internet companies, the technical community, civil society groups, leading universities and international organizations.